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Preface 

We are delighted to welcome readers to the proceedings of the 6th Pacific-Rim 
Conference on Multimedia (PCM). The first PCM was held in Sydney, Australia, in 
2000. Since then, it has been hosted successfully by Beijing, China, in 2001, Hsinchu, 
Taiwan, in 2002, Singapore in 2003, and Tokyo, Japan, in 2004, and finally Jeju, one 
of the most beautiful and fantastic islands in Korea. 

This year, we accepted 181 papers out of 570 submissions including regular and 
special session papers. The acceptance rate of 32% indicates our commitment to 
ensuring a very high-quality conference. This would not be possible without the full 
support of the excellent Technical Committee and anonymous reviewers that provided 
timely and insightful reviews. We would therefore like to thank the Program 
Committee and all reviewers. 

The program of this year reflects the current interests of the PCM’s. The accepted 
papers cover a range of topics, including, all aspects of multimedia, both technical 
and artistic perspectives and both theoretical and practical issues. The PCM 2005 
program covers tutorial sessions and plenary lectures as well as regular presentations 
in three tracks of oral sessions and a poster session in a single track. We have tried to 
expand the scope of PCM to the artistic papers which need not to be strictly technical. 
Since we are living in the age of convergence, we believe that convergence of 
technology and art is also highly needed. However, we realize that bridging the gap 
between them has not been easy due to the lack of mutual understanding and lack of 
fair evaluation criteria. Of course, a few papers widen the horizon of the PCM 2005. 
Traditional topics of multimedia, such as multimedia communications, audio-visual 
compressions, multimedia security, image and signal processing techniques, 
multimedia data processing, and other important works are balanced in the PCM 2005. 

We give a special thanks to Prof. Jae-Kyoon Kim, General Chair, for his brilliant 
leadership in organizing this conference. This was an important work which was dealt 
with very efficiently and harmoniously. Our thanks must go to all the Organizing 
Committee members for their precious time and enthusiasm. They did their best in 
financing, publicity, proceedings, registration, Web and local arrangement. We cannot 
forget Victoria Kim for her professionalism in managing and assisting us as a 
Conference Secretary. We express our thanks to the sponsors including the Ministry 
of Information and Communication, the Institute of Information Technology 
Assessment, Korea National Tourism Organization, and Korea Society of Broadcast 
Engineers. 

Yo-Sung Ho 
Hyoung Joong Kim 
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Abstract. With the recent advances in the wireless network technologies as 
well as the explosive usage of small handheld appliances, multimedia streaming 
services for these appliances have become increasingly important. Caching in a 
multimedia streaming server is an effective way to improve the performance of 
streaming systems and reduce the service latency. In this paper, we propose a 
new multimedia data cache management scheme for different digital 
multimedia devices such as set-top box, personal digital assistants, etc. Our new 
scheme exploits the reference popularity of multimedia objects as well as the 
inter-arrival time between two consecutive requests on an identical object. It 
also considers the streaming rate of objects to provide QoS (quality of service) 
adaptive streaming service for various appliances. Through trace-driven 
simulations, we show that the proposed scheme improves the performance of 
multimedia streaming systems significantly. 

1   Introduction 

Using computer technologies in the consumer electronics industry is becoming 
widespread with the penetration of digital technology into all aspects of society. 
Analogue TV has been evolving into digital TV and a great variety of computerized 
devices such as set-top box, PDAs (Personal Digital Assistants), and cellular phones 
are being diffused. These computerized products enable us to enjoy useful services 
that could be available only by traditional computer systems such as desktop 
computers in the past. One example is multimedia streaming service. Nowadays, we 
can use multimedia streaming service with digital TV, set-top box, PDA, and cellular 
phone as well as traditional computer systems (Fig.1). Hence, system-level supports 
for these new appliances have become increasingly important. One type of these 
supports is the deployment of a caching system in multimedia streaming servers [1-
18]. An efficient caching mechanism in the multimedia environment can reduce the 
service latency as well as allow more streams to be admitted by obviating the need for 
disk I/O.  

Caching mechanisms have been studied extensively in terms of buffer caching and 
paging systems in the traditional computer systems. However, due to the large volume 
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of multimedia objects and the strictly sequential access pattern, traditional buffer 
cache management techniques such as Least Recently Used (LRU) will not work well 
for multimedia server systems. To address this problem, Dan et al. proposed the 
interval caching policy that exploits the short term temporal locality of accessing the 
same multimedia object consecutively [1-4]. By caching only the data in the interval 
between two successive streams on the same object, the following stream can be 
serviced directly from the buffer cache without I/O operations. Ozden et al. proposed 
the distance caching policy which is similar to interval caching [5-6].  

However, these interval-based caching mechanisms exploit only the short term 
temporal locality of two consecutive requests on an identical object and do not 
consider the popularity of objects. Consequently, when the size of a multimedia 
object is not sufficiently large or when the inter-arrival time of stream requests is too 
long, there is little opportunity to obtain the effectiveness of interval caching. 

In addition to this, as can be seen in Fig.1, clients in multimedia streaming 
services have heterogeneous capabilities in processing power, display resolution, 
storage capacity, and network bandwidth. Therefore, multimedia servers should 
provide multiple quality-of-service (QoS) versions in accordance with the client’s 
capabilities. To this end, different QoS versions of a multimedia object are created 
and stored for future requests in recent multimedia servers. In this case, even for the 
same multimedia contents, the streaming rate may not be identical, which should also 
be considered in caching mechanisms.  

Multimedia
streaming

server

wireless
network

wired
network

 

Fig. 1. Multimedia streaming servers for various appliances 

In this paper, we propose an efficient cache management scheme in multimedia 
streaming servers. Our new scheme resolves the aforementioned problems of interval-
based caching by considering the popularity and the streaming rate of each object as 
well as request intervals. We introduce the concept of virtual interval based on the 
past reference behavior of multimedia objects to exploit the reference popularity. 
Furthermore, we make use of streaming rates when evaluating the value of caching 
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intervals. Through trace-driven simulations with extensive VOD traces, we show that 
the proposed scheme performs better than the interval caching policy, the LRU (Least 
Recently Used) policy, and the MRU (Most Recently Used) policy in terms of the 
cache hit rate. 

The remainder of this paper is organized as follows. In Section 2, we review some 
existing works on caching algorithms in multimedia environments. Sections 3 and 4 
present the system architecture and the proposed caching scheme respectively. We 
evaluate the performance of the scheme in Section 5. Finally, we conclude the paper 
in Section 6. 

2   Related Works 

With the explosive usage of various computing devices providing multimedia 
services, there have been studies on caching in these environments in recent years. 
Dan et al. proposed a caching scheme for video-on-demand servers named interval 
caching that exploits temporal locality of accessing the same object consecutively [1-
4]. The interval caching policy organizes all consecutive request pairs by increasing 
order of memory requirements. It then allocates memory space to as many of the 
consecutive pairs as possible. When an interval is cached, the following stream does 
not need any disk access since it could be serviced directly from the cache. Ozden et 
al. proposed a cache replacement algorithm named distance algorithm which is 
similar to the interval caching policy [5-6]. It assigns a distance value to each request 
based on its distance from the previous request and always replaces the block 
consumed by the request with the largest distance value over all streams. The interval 
caching scheme and the distance algorithm only focus on the inter-arrival times 
between two consecutive requests. Therefore, when the size of a multimedia object is 
not sufficiently large or when the inter-arrival time of stream requests is too long, 
there is little opportunity to obtain the effectiveness of caching.  

3   System Architecture 

Our multimedia server consists of an I/O manager, a buffer manager, and a network 
manager (Fig. 2). The buffer manager divides the memory buffer into the cache and 
the read-ahead buffer. The read-ahead buffer stores data to be sent immediately to 
clients while the cache stores data already sent to clients which can be reused when 
requests for the same object arrive. Note that data in the memory buffer do not 
actually move their physical positions (from the read-ahead buffer to the cache) but 
just a cache flag is used to indicate whether it is in the cache. For each stream request, 
when the requested block is not in the cache, the I/O manager acquires a free block, 
inserts it into the read-ahead buffer, and starts disk I/O. On the other hand, if the 
requested block is in the cache, the cached block is serviced directly without I/O 
operations. Finally, the network manager reads necessary data blocks from the 
memory buffer and sends them to the client through the network.  
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Disk I/O Manager

Disk

Network Manager

Read-Ahead
Buffer

Memory Buffer

Cache

Network

Client

Disk Disk

Client Client
 

Fig. 2. The multimedia streaming server architecture 

4   The Popularity and Streaming Rate Aware Interval Caching 
Scheme  

In this section, we present the Popularity and streaming Rate aware Interval Caching 
(PRIC) scheme. For any two consecutive requests for the same object, the later 
request can read the data brought into the memory buffer by the earlier request if the 
data is retained in the cache until it is read by the later request. Understanding such 
dependencies makes it possible to guarantee continuous delivery of the later request 
with a small amount of cache space. In the interval caching (IC) policy, the interval is 
defined as the offsets between two consecutive requests on an identical object [1-4]. 
IC aims to maximize the number of concurrent requests serviced from the memory 
buffer. Hence, with a given cache space, IC orders the intervals in terms of space 
requirements and caches the shortest intervals. 

We use this idea of interval caching and extend the idea by leveraging popularity 
and streaming rate of each object. Let an interval denote the time difference between 
two consecutive requests on an identical object. Note that the interval is defined as the 
time difference instead of the offset difference in our scheme. If we assume that  
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object k has the constant streaming rate of rk (blocks/s), the buffer space requirement 
of interval Iij between request i and request j is as follows. 

ijkij IrIBuf ⋅=)(  (1) 

In addition to this, we add the virtual interval concept. A virtual interval is defined 
as the time difference between the latest request on an object and the virtual request 
on that object. A virtual request is not a real request from a client but a predicted 
request that is expected to be generated at that time based on the past requests on that 
object. Fig.3 shows an example of the virtual interval. In the figure, a real request is 
denoted by a solid arrow and a virtual request is denoted by a dotted arrow. In Fig.3, 
VReq.1 is a virtual request and the interval between Req.3 and VReq.1 is a virtual 
interval. For example, if we assume that the streaming rate of this object is 2 
(blocks/s) and the intervals I12, I23 and the virtual interval VI are 4, 2, and 3, the buffer 
requirements of these intervals are 8, 4, and 6, respectively. 

To predict forthcoming requests precisely, we use an exponential average in 
calculating the virtual interval which puts more weight on the latest interval but also 
considers previous intervals. Let I be the latest interval and VIn–1 be the (n–1)-th 
virtual interval. Then, the n-th virtual interval VIn is computed as  

1)1( −⋅−+⋅= nn VIIVI αα  (2) 

10 15 205

Req.1Req.2Req.3VReq.1

I12= 4I23= 2VI= 3

file 
start

file 
end

 

Fig. 3. An example of the virtual interval concept 

whereα is a constant between zero and one, and determines how much weight is put 
on the latest interval. We set the default value ofα as 0.6 through empirical analysis. 
Since the virtual interval is updated only when a new request on the object arrives, it 
may be overestimated when there are no requests for a long time. To resolve this 
phenomenon, we use an adjustment function. Let tn be the time since the latest request 
arrived. Then, the adjusted value should be close to the original value when tn is 
small, and it should be large enough when tn becomes large. The following adjustment 
function satisfies these requirements. 

nn VIt

n ef
/=  (3) 

After this adjustment, Eq.(2) is replaced by 

nnn VIfVI ⋅='  (4) 

and the adjustment function is invoked periodically.  
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As mentioned in Section 1, each multimedia object has its own streaming rate and 
even a single object may have multiple QoS versions for servicing different 
appliances. In terms of the hit rate, caching an interval with a higher streaming rate is 
more efficient when buffer requirements are identical. Therefore, we compute the 
value of an interval as follows.  

)(/)( ijkij IBufrIValue =  (5) 

10 155

Object A
( rA = 1 )

10 15 205

Req.1Req.2Req.3

Req.5 Req.4

Object B
( rB = 5 )

I12= 8I23= 4

I45= 1

file 
start

file 
start

file 
end

file
end

offset

 
( I23  I45  I12 )  

(a) When the cache size is 13, interval caching selects interval23 and interval45 for caching. 

0 10 155

0 10 15 205

Req.1Req.2Req.3

Req.5

VReq.1

VReq.2 Req.4

I12= 8I23= 4VIA= 6

I45= 1VIB= 2

Object A
( rA = 1 )

Object B
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(I45  VIB  I23  VIA  I12) 

(b) When the cache size is 13, PRIC selects interval45 and virtual-intervalB for caching. 

Fig. 4. Comparison of interval caching (IR) and popularity and streaming rate aware interval 
caching (PRIC) 

Our scheme allocates the cache space to intervals (including virtual intervals) by 
decreasing order of the Value of the interval (Fig. 4). Since the cache operations need 
to find only the interval with the lowest value in the cache when deciding whether a 
new interval will be cached or not, the intervals do not need to be completely sorted. 
Hence, we use the heap data structure for an efficient implementation. By allocating 
the cache to as many intervals as possible, our scheme could maximize the number of 
concurrent streams serviced from the cache. Furthermore, through the virtual interval 
concept, our scheme caches the prefix of popular multimedia objects before they are 
actually requested. This could eventually reduce the start-up latency of popular 
streams perceived by users which was not possible to the interval caching policy.  
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(a) Performance with different cache sizes. 
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(b) Performance with different object sizes. 

Fig. 5. Performance comparison of PRIC and other caching schemes 
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(c) Performance with different inter-arrival times.   
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(d) Performance with real world workload.  

Fig. 5. Performance comparison of PRIC and other caching schemes (cont’d) 
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5   Performance Evaluation 

In this section, we present the performance results for various streaming conditions to 
assess the effectiveness of our scheme. We modeled a streaming server architecture 
with various parameters such as the cache size, the inter-arrival time, and the object 
size. We conducted extensive simulations to compare the performance of our scheme 
with those of IC (interval caching), LRU (Least Recently Used), and MRU (Most 
Recently Used).  

Fig. 5(a) illustrates the hit rate of the schemes as a function of the cache size. 
The trace used in this experiment has 500 video files whose average playback 
time is 120 seconds and average streaming rate is 24 (bocks/s) with the average 
inter-arrival time of 5 seconds. As can be seen from the figure, PRIC shows 
consistently better performance than the other three schemes. Specifically, PRIC 
performs better than IC, LRU, and MRU by up to 8%, 7%, and 10%, 
 respectively.  

Figs. 5(b) and 5(c) show the hit rate of the four schemes as the object size and the 
average inter-arrival time changes. The traces used in these experiments have 500 
video files whose average streaming rate is 24 (blocks/s). We set the cache size 
50,000. As mentioned in Section 1, when the object size is small and the average 
inter-arrival time is long, the interval caching scheme did not show good 
performance. As we can see, our scheme shows consistently the best performance 
irrespective of the object size and the inter-arrival time.  

We also gathered real world traces from several commercial VOD servers and 
performed extensive simulations. Among various results, we presented the result for 
the Myung Film trace [19]. Note that results from other traces are similar. The trace 
has 274 video files whose average playback time is 167 seconds with an average 
inter-arrival time of 44 seconds [19]. Fig. 5(d) shows the hit rate of the four schemes 
as a function of the cache size with this real workload. As we see, the shape of the 
graph is so similar to that in Fig. 5(a). Our scheme performs better than IC, LRU, and 
MRU by up to 24%, 16%, and 41%, respectively. The performance of IC is not so 
good as in [1-4]. This is because the object size is relatively small and the inter-arrival 
time is long in our traces.  

6   Conclusion 

In this paper, we presented the Popularity and streaming Rate-aware Interval Caching 
(PRIC) scheme for multimedia streaming servers. By considering reference popularity 
and streaming rate as well as the request interval of multimedia objects, our scheme 
alleviated the performance degradation problem of interval caching when the inter-
arrival time is long or the object size is small. The proposed scheme performs better 
than interval caching, LRU, and MRU in terms of cache hit rate for various traces we 
considered. 
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Abstract. For the actual Video-On-Demand (VOD) service environ-
ment, we implement a cluster-based VOD server composed of general
PCs and adopt the parallel processing for MPEG movies. For the imple-
mented VOD server, a video block recovery mechanism is designed on
the RAID-3 and the RAID-4 algorithms. However, without considering
the architecture of cluster-based VOD server, the application of these ba-
sic RAID techniques causes the performance bottleneck of the internal
network for recovery. To solve these problems, the new failure recovery
mechanism based on the pipeline computing concept is proposed. The
proposed method distributes the network traffics invoked by recovery op-
erations and utilizes the available CPU computing power of cluster nodes.

1 Introduction

Recent advanced computer and communication technologies have provide eco-
nomically feasible multimedia services such as VOD, digital library and
Education-On-Demand (EOD). Among them, the VOD service is the most
prominent multimedia application. It provides online clients with the video data
of streaming level by guaranteeing the Quality of Service (QoS) metric [1].

In contrary to traditional file servers, VOD servers are subject to real-time
constraints while storing, retrieving and delivering the movie data into the net-
work. Since the ceasing and jittering streaming videos are unmeaningful for
VOD clients, the streaming media should be supplied within the QoS metric to
each client. To support the QoS, servers must be able to continuously deliver
video data at a constant interval to VOD clients. And also, even in the failure
of server components, the streaming service should be re-continued within the
human acceptable Mean Time To Repair (MTTR) value [2,3].

A cluster server architecture has been exploited in the areas of Internet Web,
database, game and VOD server [4]. It has an advantage of the ratio of perfor-
mance to cost and is easily extended from the general PC equipment. The clus-
ter server architecture usually consists of a front-end node and multiple backend
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nodes. Since the video data are distributed into several backend nodes, the per-
formance scalability including the storage devices could be achieved accordingly
as the number of backend nodes increased. However, even if the cluster server
can be scaled by just adding new backend nodes, the probability of the failure
of nodes also increases in proportion to the number of backend nodes.

The fault of nodes causes not only the stop of all streaming service but also
the loss of the position information of current playing movies. Since the VOD
server has to guarantee QoS streams to all clients even in the failure of nodes,
the recover mechanisms are necessary for dealing with a realistic VOD service.
In this paper, the recovery mechanisms in cluster-based VOD servers are studied
to support QoS streams while a backend node is in failure state.

To study the failure events during the actual VOD service, we implement the
cluster-based VOD server composed of general PCs and adopts parallel process-
ing for MPEG media to support large scale clients. From the implemented VOD
server, it is evaluated that a basic recovery system is composed of the advantages
of RAID-3 and RAID-4 algorithms. From experiments, it is found that the basic
recovery system causes the performance bottleneck on the input network of the
recovery node that consume a few computing resource of CPU. To solve these
issues, the new failure recovery system based on pipeline computing is proposed
over all survived backend nodes. The proposed system distributes the network
traffics across all backend nodes. All survived backend nodes are participated
in the recovery operations so that the proposed method provides the improved
performance of cluster-based VOD servers as well as the unceasing streaming
service even in the failure state of a backend node.

The rest of this paper is organized as follows. Sect. 2 explains the implemented
cluster-based VOD server and the management of video blocks in the cluster
architecture. Sect. 3 suggests the basic recovery system mixed the advantages
of RAID-3 and RAID-4 levels and a new recovery mechanism based on pipeline
computing to utilize the resources of backend nodes. In Sect. 4, performances of
two recovery systems are measured and discussed. Sect. 5 concludes the paper.

2 Implemented Cluster-Based VOD Server

For large scale VOD services, we implement a cluster-based VOD server called as
Video On Demand on Clustering Architecture (VODCA). The VODCA consists
of a front-end node named as Head-end Server (HS) and several backend nodes
known as Media Management Server (MMS). Throughout the internal network
path between a HS node and MMS nodes, they exchange the working states and
internal commands each other. The HS node not only receives clients’ requests
but also manages MMS nodes to support QoS. When new MPEG movies are
enrolled, they are split by HS and distributed into each MMS node. To per-
form these administrative functions, the HS consists of striping module, mon-
itoring module, service control module and main daemon module. The MMS
nodes transmit their stored movie fragments to clients under the supervision
of the HS node. Each MMS node sends the current working status to the HS
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node periodically. This message operates as a heartbeat protocol between MMS
nodes and the HS node. Each MMS node consists of media management module,
media service module, resource management module and main daemon module.

To apply parallel processing for MPEG movies, movie files are striped accord-
ing to the defined granularity policy. To exploit MPEG media characteristics in
parallel processing, a GOP size is used as a striping unit, since each GOP has ap-
proximately equal running time in MPEG streams. The MPEG movies are split
into GOPs and distributed into each node with their sequence number and size.

3 Proposed Recovery Systems

From the implemented VOD server of previous section, a video block recovery
mechanism is designed on the RAID-3 and the RAID-4 algorithms. However,
without considering the architecture of cluster-based VOD server, the applica-
tion of these basic RAID techniques causes the performance bottleneck of the
internal network for recovery. To solve these problems, the new failure recovery
mechanism based on the pipeline computing concept is proposed.

3.1 Recovery System on Basic RAID Mechanisms

Fig. 1 shows the architecture of the recovery system based on basic RAID-3
and RAID-4 mechanisms. We denote this recovery model as Recover System
based on Basic RAID Mechanisms (RS-BRM). This system is implemented on
VODCA sever described in Sect. 2. As shown in Fig. 1, two network paths exist:
one is used for connecting between the MMS nodes and the VOD clients, and

Fig. 1. Architecture and video block flows in RS-BRM
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the other is an internal network path installed between all MMS nodes and a
recovery node. When a MMS node fails, the video blocks should be transferred to
the recovery node. These blocks are transferred on the isolated internal network
path. Therefore, the external network path fully focuses on the QoS streams for
clients without interference events.

When all MMS nodes are working normally, all MMS nodes transmit their
stored video blocks to clients directly through the external network path. On
the other hand, when a MMS node fails, the survived MMS nodes send the
video blocks to both the clients and the recovery node. Using the video blocks
received from the MMS nodes and the parity blocks stored in its own disks,
the recovery node regenerates the failed video blocks. Since both MMS nodes
and the recovery node use their internal network path for recovery operations,
the external network bandwidth can support QoS streams to the VOD clients.
For the cluster-based VOD server architecture, we introduce the RAID-4 level
to improve the data retrieving performance, and apply the RAID-3 level to the
cases of data transferring and recovering operations. Since the RAID-3 level can
support smaller stripping units, all video blocks are gradually aggregated in the
recovery node so that the abrupt memory shortage could be avoided. By tailoring
the advantage of the RAID-3 and RAID-4 mechanisms, this mixed approach
improves the performance of recovery system by utilizing the characteristics
of individual hardware components. For example, as shown in Fig. 1, when the
MMS 3 node fails, the recovery node regenerates the video block 3 by calculating
the exclusive OR operation with the received video blocks 1, 2, 4 and its own
parity block. Since the regenerated video block 3 is sent to the corresponding
client via the external network path, the streaming media service is unceased
even in the failure state.

3.2 Recovery System Based on Pipeline Computing

The performance of RS-BRM suffers from the bottleneck of input network on
the recovery node. It has been restricted by the number of MMS nodes. To
address this problem, the new recovery system based on the pipeline computing
is proposed. It is denoted as Recovery System based on Pipeline Computing
Mechanism (RS-PCM). The proposed method distributes the network traffics
for recovery operations into all survived MMS nodes and utilizes the available
CPU computing capacity of MMS nodes.

The exclusive OR operations for video blocks are a major role of parity based
RAID algorithms. To rebuild the video blocks stored in the failure MMS node,
sequential several exclusive OR stages are necessary. For each stage, the two
blocks are needed to compute exclusive OR operation at a time. Based on this
characteristic, the stages are distributed into MMS nodes so that the network
saturation in the recovery node is solved. In addition, the CPU computing power
of MMS nodes can be utilized without impairing the QoS streams.

Fig. 2 shows the architecture of RS-PCM and the flow of video blocks in the
VODCA server. The basic algorithm for data recovery is based on the RAID-4,
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Fig. 2. Architecture and the flow of video blocks in RS-PCM

3 algorithms. As shown in Fig. 2, the RS-PCM distributes the network traffics for
recovery processes, and spreads the exclusive OR operations over all MMS nodes.

When a MMS node fails, survived MMS nodes do not send their video blocks
to the recovery node directly but transmit the original video block or their
own exclusive OR result block to their neighbor MMS node. Each MMS node
performs its own fraction of exclusive OR operation with both the video block
retrieved from its local disk and the block received from its neighbor MMS
node. The blocks received from its neighbor MMS node may be an original
video block stored in the disk or the result of exclusive OR operation processed
on the neighbor MMS node. The results are sent to the neighbor MMS node
successively such as the pipeline process in the instruction level [5].

Finally, the recovery node performs the last exclusive OR operation with its
parity block and the aggregate result of all MMS nodes so that the video block
of the failure MMS node is rebuilt. After that, the regenerated video block is
transmitted to the client through the external network path. For example, as
shown in the Fig. 2, when the MMS node 3 fails, the MMS 1 node sends the
video block 1 to the MMS 2 node. The MMS 2 node performs the exclusive OR
operations with both the video block 1 and the block 2. After that, the result
is sent to the MMS 4 node to perform the exclusive OR operation with the
video block 4. Finally, after the exclusive OR operations for all survived video
blocks are finished, the result is sent to the recovery node. The recovery node
regenerates the video block 3 throughout the exclusive OR operation with the
parity block.

Fig. 3 shows the recovery operations according to the pipeline concept of the
RS-PCM. As a CPU unit executes a step of pipeline to perform an operation in
a cycle, each MMS node executes a step of recovery operation using its idle CPU
in order to recover a failed movie block in a cycle [5]. This parallel processing
for recovering the failed blocks makes a good performance in proposed RS-PCM.
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Fig. 3. Recovery steps based on pipeline concept in RS-PCM

As shown in Fig. 3, the failed MMS 3 node has video block 3, 7, 11, 15, 19, 23.
These blocks are regenerated in the recovery node every cycle according to the
pipeline computing.

4 Performances of Proposed Recovery Systems

The VODCA server for experiments consists of a HS node, 4 MMS nodes and
a recovery node. Each node operates on the Linux operating system. The MMS
nodes, HS node and clients are connected via a 100 Mbps ethernet switch. All
MMS nodes and the recovery node are also connected via the internal network
path constructed by a 100 Mbps ethernet switch. The yardstick program is used
to measure the performance of the implemented cluster-based VOD server [6].
The yardstick program consists of the virtual load generator and the virtual client
daemon. The virtual load generator is located in the HS node and generates client
requests based on the Poisson distribution with λ = 0.25 [7,8]. These requests
are sent to each MMS nodes. After that, all MMS nodes concurrently begin
streaming media services for satisfying the client’s demand.

4.1 Performances of RS-BRM

Fig. 4 shows the amounts of output network traffics transmitted from a MMS
node to all clients in the RS-BRM. The results are the averages of the network
traffics of each MMS node. As shown in Fig 4, the load generator generates six
loads individually. The VODCA server guarantees 1.5 Mbps transmitting rates
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Fig. 4. Output network traffic from a MMS node to all clients

for each QoS stream. The output network traffic of 6 MB/s means that 4 MMS
nodes provide 128 clients with QoS stream.

The failure of a MMS node takes place at 120 second of time line. Under the
1 MB/s, 2 MB/s and 3 MB/s traffics, the variations of network traffics are
minimal after the failing event. However, in the 6 MB/s, 5 MB/s and 4 MB/s
traffics, the fluctuations of network traffics continuously appear in the time line
from the 120 second position. In particular, the severely reduced network traffics
are incurred in the 6 MB/s and 5 MB/s cases. The reason is that the MMS node
can not send the video blocks fully to clients only if the recovery node can not
receive more video blocks due to its input network bottleneck. Under the 5MB/s
and the 6 MB/s loads, the network traffics from 3 MMS nodes to the recovery
node reach to 15 MB/s and 18 MB/s respectively. Since the input network
capacity of the recovery node is limited to 12 MB/s, the recovery node suffers
from the bottleneck phenomenon of input network path.

From the experiments, we also observe that the CPU usage of MMS nodes is
minimal. Since the MMS nodes simply perform the retrieving and transmitting
of their own video blocks, the average CPU utilization is measured below 10 %.

Fig. 5 shows the reading times of one GOP in the client side while the stream-
ing service is in progress. Although the failure time of a MMS node is the 120
second of the time line, the fluctuation of reading times in the client side appears
in the 156 second of the time line. Since the network delay exists from the VOD
server to clients, the time delay takes place due to the buffering mechanism in
the client side.

As shown in Fig. 5, when all MMS nodes work normally, the average reading
time is about 0.65 seconds and it keeps steady state. However, after a MMS node
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Fig. 5. GOP reading time in the client side under RS-BRM

fails, the reading times vary. These variations are due to the packet data loss,
the initial setup time of the recovery node and the data congestion phenomenon
of the recovery node. In particular, the fluctuation rates are high at the 5 MB/s
and 6 MB/s load. In these work loads, the unsteady state of the reading times
comes out between the 156 seconds and the 266 seconds. The difference between
the maximum reading time and the minimum reading time is about 1.18 second.
After the fluctuation period pass through, the recovery node works normally and
the reading times converge into the 0.65 second level again. The MTTR value is
110 seconds [2,3]. It can be regarded as impatient period to VOD clients.

4.2 Performances of RS-PCM

Fig. 6 shows the network traffics in a MMS node and the recovery node when
the 12 MB/s network traffic is loaded in the RS-PCM. The failure takes place at
the 120 second of the time line. As shown in Fig 6, after the failure occurs, the
network traffics from a MMS node to clients decrease from 12 MB/s rates to 9
MB/s rates. The reason is that the video blocks transmitted from the neighbor
MMS node occupy the main memory of the MMS node. If many clients are
serviced, the video blocks from its neighbor MMS node take a great part of
memory. The shortage of memory causes memory swapping overheads. However,
the output traffic to clients in a MMS node is over twofold compared with the
RS-BRM. In Fig. 4, the RS-BRM shows the maximum 4 MB/s traffics due to
the input network bottleneck of the recovery node. In the RS-BRM, even though
the 12 MB/s load is generated, the output traffics to clients is 8MB/s rates. This
experimental result proves that the RS-PCM provides more clients with the QoS
streams than the RS-BSM.
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Fig. 6. Network traffic of a MMS node and a recovery node under 12 MB/s load

The square legend mark of this figure represents the amount of output traffic
toward the neighbor MMS node. In the RS-PCM, if the current MMS node is
not the last MMS node, it transmits its own video blocks or the result blocks of
exclusive OR operation to its neighbor MMS. From the circle legend mark, it is
found that the amount of input traffics from the neighbor MMS node is almost
equal to that of its own output traffics. The amount of input traffics from the
last MMS node reaches the 9 MB/s rates so that the recovery node also can
rebuild the video blocks as much as 9 MB/s rates. After that, the recovery node
transmits them to clients. According to the triangle legend mark of this figure,
the output traffics of rebuilt blocks in the recovery node get to the 9 MB/s rates.

When compared with the RS-BRM, the RS-PCM has better performance as
much as double streams in the same working environment. The memory swap-
ping problem in the RS-PCM could be simply solved by adding memory units.
From additional experiments, after extending the memory capacity, it is con-
firmed that the output network traffics from a MMS node reached the maximum
12 MB/s. However, even if the amount of memory units increase, the internal
network bottleneck of the RS-BRM can not be avoided. Since the RS-PCM
utilizes the available CPU resources of MMS nodes and all MMS nodes are par-
ticipated in the total recovery procedures, it provides the improved performance
of cluster-based VOD servers as well as the unceasing streaming services under
the failure of a MMS node.

Fig. 7 represents the reading times of one GOP in the client side. The exper-
iments are performed on between the 7 MB/s and 12 MB/s loads. The RS-PCM
can support these network traffic loads. The failure of a MMS node takes place
in the 120 seconds position. Since there is the network delay between the server
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Fig. 7. GOP reading time in the clients side under RS-PCM

and clients, the fluctuations of reading time in the client side begin at the 148
seconds and end at the 176 seconds. After the agitation state, the reading times
promptly converge into the steady state with 0.65 seconds levels. The fluctuation
period is 28 seconds.

When compared with the RS-BRM, the period of the fluctuation is very
short. Since the recovery operations are distributed into all MMS nodes, the
recovery node can transmit the rebuilt video blocks in the relatively short time.
As shown in the Fig. 5, after a MMS failure happen, the RS-BRM need 110
seconds to return to the steady state. The fluctuation period of RS-PCM is 4
times shorter than the RS-BRM.

Furthermore, as shown in Fig. 7, the difference between the maximum read-
ing time and the minimum time is 0.68 seconds. This result is the half of the
difference in the RS-BRM. In the RS-PCM, both the period of fluctuations and
the amplitudes of vibration are shorter than those of the RS-BRM. From these
results, the RS-PCM results in much better MTTR value than the RS-BRM [2,3].

5 Conclusions

To study the recovery system in the actual VOD service, we implemented the
cluster-based VOD servers composed of general PCs and the internal network
path. From the implemented VOD server, the RS-BRM was designed with the
advantage of RAID-4 in disk retrieving speed and the advantage of RAID-3 in
effective memory usage. However, in the RS-BRM, it was found that the input
network path of a recovery node was easily saturated with the video blocks
transmitted from the survived MMS nodes.

To address these issues, the RS-PCM based on the pipeline computing was
proposed over the MMS nodes and a recovery node. In the RS-PCM, the recovery
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node generated a rebuilt video block and sent it to the client just one time for
each cycle. This mechanism is similar to the pipeline process of instructions. The
RS-PCM made an efficient use of the available CPU resource of MMS nodes
since all survived MMS nodes were participated in the recovery procedures to
rebuild the impaired video blocks. Based on this pipeline computing, the RS-
PCM distributed not only the computation load for exclusive OR operation
but also the network traffics across all MMS nodes. From the experiments, we
observed the network traffics across all MMS nodes. Even in the failure state of
a MMS node, the RS-PCM showed the improved performance by providing at
least twice unceasing QoS streams compared to the RS-BRM.

One of the important characteristics in VOD service is that the streaming
media with ceasing, jittering and out of ordered frames are not meaningful.
This requirement is deserved even in the partial failure state of VOD server.
To satisfy this characteristic, after a failure takes place, the fluctuation period
should be short. In the GOP reading times in the client side, the RS-PCM showed
the 4 times shorter fluctuation period than the RS-BRM. Due to the relatively
short fluctuation period, the streaming media service quickly converged into the
normal steady state. As a result, the RS-PCM resulted in much better MTTR
value than RS-BSM.

In future work, we plan to evaluate the effectiveness of RS-PCM in the failure
of a portion of disks in a MMS node. In that case, since the impaired MMS node
can send its heart beat, it is difficult to detect the abnormal MMS node from the
point of view of the HS node. And also, there are several issues that the MMS
node with the partly failed disks will be participated in the recovery operation.
We will investigate the method to detect the partial disk failure from MMS nodes
and apply the RS-PCM to the imperfect cluster-based VOD server.
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Abstract. This paper presents a dynamic and scalable caching algorithm for 
proxy servers with a finite storage size. Under a general video traffic condition, 
it is observed that the amount of decreased client’s buffer size and channel 
bandwidth after caching a video frame depends on the relative frame position in 
the time axis as well as the frame size. Based on this fact, we proposed an 
effective scalable caching algorithm to select the cached frames by using the 
normalized buffer size. The obtained data are saved into the metafile. Now, we 
study the caching and replacing algorithms for multiple videos that are based on 
the metafile and effectively reduce both the buffer size and the required 
bandwidth. Finally, experimental results are provided to show the superior 
performance of the proposed algorithm. 

1   Introduction 

In the recent years, the demand of video service over the network has been increasing 
very fast, and it is feasible due to the fast development of network and digital video 
processing technologies. Generally, video needs a larger amount of data compared 
with other media. Thus, it is indispensable to employ the effective video compression 
algorithm to reduce the amount of data. So far, digital video coding techniques have 
advanced rapidly. International standards such as MPEG-1, 2 [1] and 4 [2], H.261 [3], 
H.263/+/++ [4], and H.264 [5] have been established or under development to 
accommodate different needs by ISO/IEC and ITU-T, respectively. The compressed 
video data is generally variable-bit-rate due to the generic characteristics of entropy 
coder, frame type and scene change/inconstant motion change of the underlying 
video. Generally speaking, the variability of compressed video traffics consists of two 
components such as short-term variability (or high frequency variability) and long-
term variability (or low frequency variability). Buffering is quite effective in reducing 
losses caused by variability in the high frequency domain while it is not effective for 
handling variability in the low frequency domain [11]. On the other hand, a  
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constant-bit-rate video traffic may be generated by controlling the quantization 
parameters and it is much easier to handle over the network, but the quality of the 
decoded video may be seriously degraded. Furthermore, video requires the stringent 
network quality-of-service (QoS) due to its generic time constrain characteristic for 
the smooth display. These facts make the problem more challenging. Until now, a 
large amount of research efforts have been devoted to the networks supporting 
guaranteed QoS and video coding that is adaptive and robust to network conditions.  

Proxy server has been widely employed to reduce the response time delay and 
improve the network utilization [8, 9]. Proxy server is closely located to clients. When 
a client wants some data, proxy server intercepts the request message and provides the 
data if possible. Otherwise it contacts the remote original server, and then saves the 
received data in storage devices and forwards them to the client. As a result, the 
response time is significantly reduced in terms of client, the load of server can be 
reduced, and the network utilization can be improved since the number of duplicated 
data decreases. Recently, proxy server has been extended to seamless video services 
over network while Web caching is a dominant application until now. However, it is 
almost impossible to store all data at the proxy server in the case of video since proxy 
server generally has a limited storage size. Hence it is very important to determine 
which parts of data must be stored at proxy server. Caching algorithm handles this 
problem. Several approaches have been proposed so far. The prefix caching, proposed 
by Sen et al. [10], is a special form of selective video caching, which involves caching 
only a group of consecutive frames at the beginning of the video sequence to smooth 
and reduce the bit-rate of VBR video. Wang et al. proposed a video staging algorithm 
in [7], which pre-fetches to the proxy a portion of bits from the video frames whose 
size is larger than a pre-determined cut-off rate, to reduce the bandwidth in the server-
proxy channel. Dan and Sitaram proposed a Generalized Interval Caching (GIC) 
algorithm in [12], which caches short video objects as well as intervals or fractions of 
large video object. The algorithm orders all intervals in terms of increasing interval 
size. It allocates cache to as many of the intervals as possible. Hence, the GIC 
algorithm still maximizes the number of streams served from cache with a larger 
number video segments and video objects. Yu., et al. proposed QoS-adaptive proxy 
caching [13], which adapts fairly well to network bandwidth variations and achieves 
good quality under different network conditions by media-characteristic-weighted 
replacing algorithm, network-condition-and-media-quality-adaptive resource-
management mechanism, pre-fetching scheme and request and send-back scheduling 
algorithms. Shen, et al. proposed caching strategies in the transcoding-enabled proxy 
systems [16] that is useful a caching algorithm over heterogeneous network. B. Wang, 
et al. proposed the proxy-assisted transmission scheme [17] that reduces the initial 
latency and maximize the utilization of server network bandwidth over multicast for 
continuous media delivery. And, Miao and Ortega proposed a scalable selective 
caching [6] that is partial caching strategies specifically designed for streaming video. 
They proposed Selective Caching for QoS networks (SCQ) and Selective Caching for 
Best-effort networks (SCB). These algorithms are frame-wise caching schemes in 
which SCQ algorithm reduces the required maximum buffer size and SCB algorithm 
prevents underflow at the client.  

However, it is observed that the performance of caching algorithm generally 
depends on the relative frame positions in the time axis as well as the frame size 
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under the general traffic condition. Hence, we consider an effective caching algorithm 
minimizing the required client’s buffer size and the channel bandwidth between the 
remote original server and client, which is achieved by selecting cached frames 
minimizing the normalized buffer size defined in the followings, and then the data are 
stored into a metafile. Now, we propose a dynamic and scalable caching algorithm 
based on the metafile for multiple video traffics. In the followings, it is assumed that 
the time delay and the cost between proxy server and client are negligible compared 
with those between remote server and proxy server, and thus the cached data at the 
proxy server is almost instantly available for the display at the client. Thus, the client 
buffers for proxy server can be kept in a very small size. Consequently, the required 
client’s buffer size in the proxy-to-client channel is negligible compared with that in 
the server-to-client channel. The logical system architecture under the consideration is 
shown in Figure 1. This paper is organized as follows. Basic definitions are described 
in Section 2, details of proposed caching and replacing algorithms are presented in 
Section 3, experimental results are provided in Section 4, and finally concluding 
remarks are given in Section 5. 

 

Fig. 1. Logical system architecture under the consideration 

2   Basic Definitions 

We assume that the number of video contents is V , the 
thj  video consists of 

jN frames where [1, ]j V∈ , the size of the 
thi  frame is j

iR  bytes in the 
thj  video, and its 

temporal sampling rate is j
sT  second (Typical values are 1/25 or 1/30 second.). Hence 

the total size of  the 
thj  video is calculated by 

1
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j j
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i
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=
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And let jc  denote the positions of cached frames in the 
thj  video (it is called the 

cached frame vector in the following), i.e.  
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j j j j
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where j
ic  indicates whether the 

thi  frame of the 
thj  video is cached or not, which is 

defined by 
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0   if the  frame in the  video is not cached .

1   if the  frame in the  video is cached.
th thj

i
th th

i j
c

i j
=  (3) 

Now the following condition must be satisfied when the available storage size of 
proxy server is 

cM . 

1

V Tj j
c

j

c R M
=
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where ( )1 2, , , j

j j j j

N
R R R R=  and the dot operator is the vector inner product. By the 

way, some of 
cM  must be reserved for the instant display before the data from the 

remote original server arrive, that is, prefix caching is required for at least round trip 
time between remote original server and client. The required prefix caching size is 
denoted by 

prefixM . We also assume that the channel bandwidth is constant-bit-rate 
j

chBW  for the 
thj  video, and the initial latency of the 

thj  video, the time delay between 

the display time at client and the time that the transmission begins at the sender, is d , 
that is, j

iR  is consumed for the display the 
thj  video at time it = . Generally speaking, 

j
chBW must be larger than the average rate of the

thj  video defined by 

/j j j j
avg t sBW R N T= ⋅  for the smooth display of the 

thj  video at the client since the 

compressed video traffic is burst as mentioned earlier. Now, the following equation 
must be satisfied to avoid the client’s buffer underflow to cause the display time 
delay. 

j j
ch avgBW BW≥ . (5) 

For the simplicity, it is assumed that the client starts to display the first frame of the 

thj  video at 0t =  and thus the media server begins transmitting the first packet at 
jt d= −  since the initial latency is jd . The cumulative frame rate at time t  in the 

thj  

video, which means the video data consumption curve at the client at time t , is 
defined by 

( )
0

t
j j

i
i

S t R
=

= . (6) 

Now, ( )j
chBW c  and ( )j

cS t  indicate the required constant-bit-rate channel 

bandwidth and the cumulative frame rate at time t  in the 
thj  video when the cached 

frame vector is jc , respectively. Thus, ( )j

j

c
S t  is defined by  

( ) ( )
0

1j

t
j j j

i ic
i

S t c R
=

= − ⋅ . (7) 
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And, the slope function of the video j  is defined by 

( ) ( )j

j

j
j c
c

S t
L t t= . 

(8) 

Since the client retrieves the cached frames from the proxy server at the time when 
those frames need to be displayed and it is assumed that the time delay is very short 
between the proxy server and the client, the condition for the smooth display at client 
can be described as follows. 

( ) ( )j

t
j j

c
i d

BW i S t
=−

≥ ,  for all 1, jt N∈ , (9) 

where ( )jBW i  is the channel bandwidth at thi frame’s time in the 
thj  video. Actually, 

( )j
j

c
S t  is thought of as the video data consumption curve at the client when the cached 

frame vector is jc  while ( )
t

j

i d

BW i
=−

 is the data supply curve from the server-to-

client channel. Under the constant bit rate (CBR) channel whose bandwidth is j
chBW , 

( )
t

j

i d

BW i
=−

 is simply calculated by ( )j
chBW t d⋅ + . To avoid client’s buffer underflow 

for display the 
thj  video, the following condition must be satisfied. 

( ) ( ){ }
1
max ,    1,j

j

j j j
ch ct N

BW c L t t N
≤ ≤

= ∈  (10) 

since ( ) ( ) ,    1,j j j
ch cBW c L t t N≥ ∈  must be satisfied. And, the time that the peak 

bandwidth is required in the 
thj  video is defined by 

{ }
1

arg  max ( )j
j

j j
peak ct N

t L t
≤ ≤

=  (11) 

The time that the maximum buffer size is needed in the 
thj  video is defined by 

max
1

arg  max ( ) ( )j
j

t
j j j

ct N i d

t BW i S t
≤ ≤ =−

= −  (12) 

3   Proposed Caching Algorithm  

In this scenario, we assume that server-to-proxy channel provides guaranteed constant 
bandwidth service, but the higher bandwidth service is provided at the higher cost. On the 
other hand, proxy-to-client channel is fast and reliable at the even lower and fixed price. 
Now, we address how to determine the cached frame vector , 1, 2, ,jc j V=  minimizing 

the required client’s buffer size ( )j jB c  and the channel bandwidth ( )j j
chBW c .   

Problem Formulation: Determine , 1, 2, ,jc j V=  to minimize the required client’s 

buffer size and the peak bandwidth 
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subject to 
1

V Tj j
prefix c prefix

j

c R M M
=

⋅ ≤ − , 

maxdd ≤  

(13) 

where j
prefixc  is the indicator vector with 1 at the positions of prefix cached frames and 

maxd  is the tolerable maximum initial latency. In our previous work [14], we proposed 

a scalable proxy caching algorithm for only a video traffic to minimize the required 
buffer size and the required bandwidth at the client. The proposed caching algorithm 
is summarized as follows (see [14] for the details).  

 
Rule  1: Cache the frame maximizing ( )j j

norm aftB c  for 1 j
peaki t≤ ≤ . 

Rule 2: When several frames have the same normalized buffer size, cache the frame 
minimizing ( ) ( )j

aft

j j j
ch aft c

BW c L t− . 

Now, we assume that , 1, 2, ,jc j V= are found and saved into metafile as shown in 

Table 1. 

Table 1. An example of metafile 

Caching Order i Frame number ( )jO i Required Bandwidth Required Buffer Size Frame Rate

1 0(no caching) 10000 7500000 0
2 1 990 7490000 30000
3 2 980 7480000 3000
4 3 970 7470000 3000
5 4 960 7460000 7000
6 876 955 7450000 3000
7 745 950 7440000 30000
8 1023 945 7430000 27000
9 1932 940 7420000 34000

10 534 935 7410000 10000

3.1   Metafile-Based Dynamic and Scalable Caching Algorithm for Multiple 
Videos 

Based on the above metafile, we propose a dynamic and scalable caching algorithm 
for multiple videos in this section. It is assumed that request is arrived according to a 
Poisson distribution with an expected inter-arrival time of 1/ λ , where λ  is request 
rate. And, video selection follows Zipf-like distribution. Now, the probability of 
choosing the 

thj  video is calculated by 

1

j
j

V k

k

f
p

f
=

= , 1,...,j V= , (14) 
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where 11/jf j θ−= . Here, θ  is a parameter to specify the skew factor (θ  is typically 

set to 0.271, which closely matches the popularities generally observed by video store 
rentals [15]). The request rate for the 

thj  video is calculated by 

j jpλ λ= . (15) 

In the real system, jλ  is estimated by  

j jAC
Tλ = , (16) 

where jAC  is the number of request in the 
thj  video during the time interval T . Now, 

total reduction cost is calculated by  

( ) ( ) ( )( )
1

(0) ( ) 1 (0) ( )
V

j j j j j j j
ch ch

j

BW BW c B B cλ α α
=

⋅ − + − ⋅ − , (17) 

where α  is the weighting factor between the required bandwidth and the required 
buffer size. 

Now, dynamic caching algorithm for multiple videos is formulated as finding all 
jc  that maximizes the total reduction cost, and thus it looks like the knapsack 

problem. To solve the knapsack problem, Greed algorithm and Dynamic 
Programming can be employed. However, the former may provide only a local 
minimum with a low computational complexity and the latter give the optimal 
solution with a huge computational complexity. In this work, we propose a dynamic 
caching algorithm that provides a solution close to the globally optimal solution with 
a relatively low computational complexity. Now, the beneficial value is defined by 

( )

( )

j

j

j
O ij

j
O iR

γ
μ = , 

( ) ( )( )
( ) ( ) ( )( )

( ) ( 1) ( )

          1 ( 1) ( ) ,

j

j j j j
O i j j

j j j
j j

BW O i BW O i

B O i B O i

γ α λ

α λ

= ⋅ ⋅ − −

+ − ⋅ ⋅ − −
 

(18) 

where, ( )jO i  is the frame number of the 
thi  cached frame in the 

thj  video. Now, the 

pseudo code of the proposed dynamic caching algorithm is summarized in the 
followings. 

Dynamic Caching Algorithm 

The proxy server must cache the first some frames for 
initial latency in every videos. 
cached size = 

prefixM ; 

jI = the number of the prefix-cached frames in the 
thj  

video, 
j jm I= , [1, ]j V∈ ; 

while { 
   find { }max

1
arg  max j

j V
k μ

≤ ≤
= ; 
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   if (cached size+
k

k
mR  > 

cM ) break; 

   cache 
km th frame of the 

thk  video; 

   cached size += 
k

k
mR ; 

km =
km +1; 

} 

Window Size 

if ( 1 j
jm W N+ + > )  1j

jW N m= − − ; 

where max
jμ  is denoted by 1 1

( ) ( )1 1

j j

j jj j

m W m Wj j
O i O ii m i m

Rγ+ + + +

= + = +
. 

3.2   Replacing Algorithm  

In this section, we propose the replacing algorithm when a user access pattern is 
changed or a new request is arrived. It is assumed that the proxy server executes the 
replacing algorithm periodically every 

rT . The proposed replacing algorithm can 

significantly reduce the computational complexity without the performance 
degradation compared with the re-caching if 

rT  is well determined considering the 

user access pattern changing rate. The pseudo code of the replacing algorithm is 
presented in the followings 

Replacing Algorithm 

while { 
   { }max arg  max ,    [1, | ]bef aft

j j j
j

k j V p pμ= ∈ < ; 

   cached size += 
1k

k
mR +

; 

   while (cached size > 
cM ) { 

      { }minarg  min ,    [1, | ]bef aft
j j jj

l j V p pμ= ∈ > ; 

      if ( max min
k lμ μ> ) { 

      remove 
l

l
mR ; lm --; cache 

1k

k
mR +

; km ++; 

       } 
      else { 
         cached size -= 

1k

k
mR +

; 

         END; 
      } 
   } 
   cache 

k

k
mR ; km ++; 

} 

Window Size 

if ( 1 j
jm W N+ + > )  1j

jW N m= − − ; 

if (
j jm W I− < )  

j jW m I= − ; 
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where, min
jμ  is denoted by 

( ) ( )
j j

j jj j

m mj j
O i O ii m W i m W

Rγ
= − = −

 ,  bef
jp  is the probability of 

choosing the 
thj  video at the first previous replacing and cur

jp  is the probability at the 

current.  

4   Experiment Results 

During the experiment, we used 25 videos (titles are given in Table 2) that are 
encoded by H.263 [4]. The encoding frame rate is 25 frames per a second, and the 
encoding structure is IBBPBBPBBPBB (i.e. 1 GOP consists of 12 frames). As a 
result, the average number of frames is 31,465 and the output traffics are variable-bit-
rate. During the experiment, the time interval for prefix caching is set to about 334 
milliseconds and thus the corresponding prefix caching size (

prefixM ) is set to the 

amount of the first ten frames in every video. The proxy server’s space (
cM ) is set to 

60Mbytes for the dynamic caching, the average request number is 100 for a unit time 
and the weighting factor (α ) is set to 0.8. 

Table 2. Titles of test H.263 trace files 
(http://mcsl.postech.ac.kr/mcsl/dynamic_caching/table2.htm) 

The experimental results are presented in figure 2, 3, and 4. Figure 2 shows the 
performance comparison according to window size. It is observed that Greed 
algorithm shows the worst performance. On the other hand, the proposed algorithm 
shows a better performance as the window size increases. Compared with Greed 
algorithm, the total reduction cost is improved by about 300% when the caching ratio 
is 100%, where the caching ratio is denoted by the cached size/the storage size. The 
total reduction cost (Eq. 17) curves are almost same when window sizes are 5, 10, and 
20 as shown in Figure 2. Figure 3 shows performance comparison with SCQ 
algorithm according to window size. The proposed algorithm shows a better 
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Fig. 2. Performance comparison according to the window size 

 

Fig. 3. Performance comparison the selective caching with the proposed caching algorithm 
when the widow size is 10 

performance than SCQ algorithm since it does not consider the general traffic as 
shown the previous work [14], Actually, the proposed algorithm shows performance 
improvement by about 80% when the caching ratio is 100% compared with SCQ 
algorithm. 

Figure 4 shows the performances comparison among re-caching algorithm, Greed 
algorithm, and the proposed replacing algorithm when the request rate is changed. 
Now, the normalized cost is defined by the total reduction cost/the total cached size. 
The re-caching means that the proxy server executes the proposed caching algorithm 
with the new request rate after removing all cached data. As shown in Figure 4, both 
the re-caching and the proposed replacing algorithm can provide almost same 
efficiency, but the performance of Greed algorithm seriously deteriorates. By the way, 
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it is empirically observed that the computational complexity of the proposed replacing 
algorithm is about 10% of that of re-caching although the computational complexity 
of the proposed replacing algorithm generally depends on the request rates of video 
contents and video characteristics, etc. 
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Fig. 4. Performance comparison of replacing algorithms 

5   Conclusion 

In this paper, we have proposed an effective dynamic and scalable caching algorithm 
of the proxy server with the finite storage size for the multiple videos. Actually, the 
performance of caching algorithm depends on both the relative frame position in the 
time axis and the frame size under the general traffic condition. Based on the fact, we 
have proposed a caching algorithm to reduce networking cost and the load of proxy 
server and a replacing algorithm to keep the performance of proxy server almost same 
as re-caching algorithm with a low computational complexity when user access 
pattern is changed. The proposed algorithms have shown a superior performance 
during the whole experiment. 
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Abstract. Internet-based videoconferencing systems have many variable 
factors, such as changes in the system operating environment or operating status 
of the hardware, according to the operator using the system. In this paper, we 
propose the Self-Adaptive Videoconferencing System, with multi-agents, for 
efficient videoconferencing, which is able to adapt itself to these various 
factors. Also, we propose a dynamic adaptive architecture, where the device 
changes its adaptation architecture according to the circumstance. To this end, 
we propose an Architecture Manager, which is able to perform this architectural 
adaptation. 

1   Introduction 

These days, software is becoming ever more complicated, with the requirement of 
new technology for the adaptation to different network systems and operating 
environments. Internet videoconferencing systems are no exception to this rule, and 
need various structures and languages for their interoperation with various network 
systems and operating environments, which have resulted in the development of many 
new technologies [1], such as Self-Adaptive software. The Self-Adaptive software [1] 
uses technology that is able to understand, monitor and correct changes by program 
itself; therefore, it should already have data relating to the program needs, the know 
how to enable evaluation of these data and to the ability to respond to any changes. 
Hence, an execution code for Self-Adaptive software needs to have the following two 
elements: 

First, Self-Adaptive software has to include a statement of its aim and software 
structure. 

Second, Self-Adaptive software should have a selective algorithm or implementation. 
This Self-Adaptive software technology helps clients adapt to the 

videoconferencing environment. For this reason, Self-Adaptive software research has 
been applied to many Videoconferencing Systems. [2][6]  

In this paper, we propose a videoconferencing system in which the clients are able 
to adapt to the operator’s processing capability and network bandwidth. Also, our 
system includes specific functions that allow it to adapt to various network situations, 
operating systems (O.S.’s) and devices. Moreover, the system helps a client 
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communicates with the other clients with a different operating platform. However, it 
is difficult for a mobile device to adapt itself to the videoconferencing environment, 
as the adaptation mechanism is optimized for a Desktop PC. Thus, we have designed 
dynamic adaptive architecture that changes the adaptation architecture of the devices 
according to the circumstances. For this, we have designed and implemented a system 
with an Architecture Manager, which decides and manages the client’s architecture 
according to the particular environment. 

Section 2 contains a summary of related works, in section 3 we describe the 
proposed system and section 4 discusses the implementation and evaluation of such 
software. Section 5 is a presentation of our conclusions. 

2   Related Works 

2.1   Dynamic Software Architecture 

2.1.1   C2 – A Component- and Message-Based Architectural Style for GUI 
Software. [7] 

C2, which was developed at UCI(University of California - Irvine), is an architecture 
used to support application software development, which uses a component and 
message based format. A C2 system is composed of a hierarchy of concurrent 
components interlinked by connectors – message-routing devices – such that each 
component within the hierarchy can only be aware of those components “above”, and 
completely unaware of components residing at the same level or “beneath”. [7] 
During runtime, C2 can add, delete or rearrange components, and has been optimized 
for flexible components. 

2.1.2   Weave – Using Weaves for Software Construction and Analysis. [8] 

Weaves, made by The Aerospace Corporation, are networks of concurrently 
executing tool fragments that communicate by passing objects, and have a dynamic, 
object-flow-centric architecture, designed for applications that are characterized by 
continuous or intermittent voluminous data flows and real-time deadlines.  

Weaves embrace a set of architectural principles, known as the laws of blind 
communication: [8] 

• No component in a network is able to recognize the sources of its input objects or 
the destinations of its output objects; 

• No network component is able to recognize the semantics of the connectors that 
delivered its input objects or transmitted its output objects; and 

• No network component is able to recognize the loss of a connection. 

Weaves support component manipulation of a like form, emphasize the dynamic 
distribution, modification and rearrangement of connectors, and has been optimized 
for flexible connectors. 
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2.2   Video Conferencing System 

2.2.1   JQOS – A QoS-Based Internet Videoconferencing System. [2] 
The JQOS system was developed at MCR Laboratory, Ottawa Univ. Canada, an is 
based on QoS; therefore, a QoS adaptation function is included in the Video 
Conferencing System 

It’s functions are as follows:  

• First, for the End-User, the Active QoS Self-Adaptive function is now based on the 
network transportation capability. 

• Second, for the Receiver, the smart processing of the requirements from the 
receiver, and the measurement for proper adaptation of the current system QoS. 

• Third, for the Receiver, an expression function of the receiver’s interests relating to 
the transporting stream is required for the QoS adaptation. 

The JQOS system limits the Self-Adaptive element to stream the quality of the 
user, as mentioned above. This system also uses RTPR (Real-time Transport Protocol 
Report) as a control method, from the RTP (Real-time Transport Protocol) of JMF[4], 
so the Self-Adaptive function in the JQOS system is only weak. 

3   The Proposed System 

3.1   Architecture-Based Adaptation 

Our self-adaptive videoconferencing system is an “Architecture based approach to 
Self-Adaptive software”[3], but with the “Enact Change” step slightly revised [3]. 

The architecture-based approach [3], which mentions the Enact Change step, 
utilizes two tools:  

− The Architecture Editor, which is used to construct the architectures and describe 
the modifications 

− The Modification Interpreter, which acts as a second, companion tool, and is used 
to interpret the change scripts, written in change-description language, used to 
describe the primitive actions supported by the AEM (Architecture Evolution 
Manager) 

 

Fig. 1. Description of the “Enact Change” 
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We reconfigured the “Enact Change” step by adjusting the above tools. 

− Comparing Descriptions: This can compare the description of the changes with 
that of the default architecture 

− Description Analysis: This can interpret and analyze the description 
− Select Component (Optional): If a new description has to be used, then the Select 

Component Step is executed, which selects and rearranges the appropriate 
components 

− Architecture Editor: The components rebuilding step. We uses FRACTAL [5] to 
rebuild the components 

− Description Renewal: When the new description is used, the default description is 
renewed 

Fig.2. shows the self-adaptive software process, which has been adapted using the 
above steps. The dark area was modified by us.  

 

Fig. 2. The Self-Adaptive Software process, which has an adapted revised “Enact Change” step 

In this paper, our proposed system is reflected in the above self-adaptive software 
process. 

Also, we developed the Videoconferencing system, which is operated by activity, 
as follows in Fig.3: 

Our adaptation process is shown in Fig.4. 
For the adaptation to a dynamic environment, all environment information, such as 

the system components and theirs interactive environmental information, and the 
available resources and operating environments, are captured and modeled with 
respect to several multi-aspects. The term “multi-aspect” refers to four main aspects - 
an architectural aspect, a behavioral aspect, a resource aspect and an environment 
aspect. Each aspect is defined as follow:  
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Fig. 3. Activity diagram of Our Videoconferencing System 

 

Fig. 4.  Out Adaptation Process using Context 

The architectural aspect is used to describe configurative entities, such as the 
software  architecture, its configurative elements, each element’s operation or role, 
and the relationship of each element.  Each element is represented by a node, referred 
to as a “Component”, with the relationship of each component represented by arcs, 
which are referred to as ‘connectors’. The behavioral aspect defines the ‘Interactive’ 
operation end events between components. The resource aspect defines the general 
system environmental entities that execute the necessary videoconferencing system. 
The target of a system for modeling the resource aspect is classified into two 
categories, the static and dynamic contexts. The static contexts are elements that have 
less dynamic changing characteristics, such as the type of user device, OS, executing 
software and Player information. The dynamic contexts are dynamic changeable 
elements, such as the current CPU and memory usage, state of camera and audio 
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devices, network bandwidth and user preference. The Environment aspect defines the 
external environmental element that is mutually applied or affected by the 
surroundings of the videoconferencing system.  

These four aspects of modeling are graphically and texturally represented using the 
GME (Generic Modeling Environment) Tool. To adapt for executing system, 
Modeled elements must be transmitted to be realized by software, so we applied 
CC/PP technology to recognize system. 

3.2   Overall Architecture 

Our general approach for supporting the Dynamic Adaptation Architecture consists of 
several parts: the Server, Client, Mobile-Client and Adaptation Proxy Server. Fig.5. 
show the overall architecture. 

 

Fig. 5. Overall architecture 

The detailed architecture and algorithm of each part can be described as follows:  

a) Server 
The server is a manager, which manages the session, Adaptive Proxy Server and 
context, and consists of 1) Context DB, 2) Adaptive Proxy Server Manager (APSM), 
3) Session Manager, 4) Context Manager and 5) Device Analyzer. 

The Context DB is the stored context, by the Context Manager, of the connected 
client. The APSM manages the Adaptive Proxy Server. The functions of the APSM 
are as follows: 1) creates new APS; 2) assigns clients to APS; 3) controls client’s 
number per APS; and 4) manages a session of executing APS. The policy of an APS 
creation mechanism is as follows:  
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The Session Manager manages a client’s sessions, sending session information to 
the others clients and requests allocation of an APS to the APSM. The Context 
Manager manages the context data in the Context DB, and the Device Analyzer 
analyzes the connecting client’s device. The functions of the Device Analyzer are as 
follows: 1) distinguish between client’s devices, 2) when the connecting client’s 
device is mobile, the Device Analyzer requests allocation of an APS to the APSM 
through the Session Manager. Fig.6. show the architecture of the Server. 

 

Fig. 6. The architecture of Server 

b) Client 
The Client is a default user part, the architecture of which is organized by the 
Architecture Manager. When the client’s resource is sufficient, the architecture of 
Client is structured. In cases where the resource is insufficient, the Adaptive Proxy 
Server and Mobile Client are used. The main function of the client is 
videoconferencing. The Client consists of: 1) the Connection Manager, 2) 
Architecture Manager, 3) Monitoring Agent, 4) Adaptation Agent, 5) Context Agent, 
6) Context Memory and 7) Communication Agent. 

The Connection Manager is a component that manages the client’s connection to 
the server and sends session information to the server. The Architecture Manager is a 
component that manages the client’s architecture, which is composes of components 
according to the contexts. If its resources are insufficient for contents adaptation, the 
Architecture Manager organizes its architecture as that of a Mobile Client’s 
architecture, at which point the Architecture Manager uses a runtime reconfiguration 
mechanism. Runtime reconfiguration can be performed by altering the connector 
bindings, as these mediate all component communication. The runtime 
reconfiguration mechanism has been proposed in many researches [9, 10].  

1. If there is no device with enough resource on the network, the APSM 
does not create an APS. 

2. If there are devices with enough resources on the network, the APSM 
creates an APS. 

3. If the number of clients per APS is larger than 15, the APSM creates a 
new APS. We investigate the relationships between the APS and the 
clients. ‘15’ is optimized the number of clients per APS. However, if there 
is only one device with enough resource on the network, the APSM create 
another APS in this device.  
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The Monitoring Agent gathers the client context. The Adaptation Agent decides the 
method of communication and performs contents adaptation according to information 
in the Context Memory of other clients. The functions of the Adaptation Agent are as 
follows: 1) receive the context information of each client from the Monitoring Agent, 
and 2) determines which communication method is used by the client according to the 
context information. 

The decision of the Adaptation Agent is based on the following policy: 
[ Monitoring Agent must have only one Parameter each step. (D)(W)(PO)(A)  

Parameter is Available, (D)(P)(PX)(A) Parameter is disabled. ] 
Decision Policy 

If the first Parameter is (P), an application module 
for PDA is required. The Default Parameter is (D) 

If the second Parameter is not (W), but either (U), (L) 
or (S), the Direct Audio Renderer and Capturer must 
change. The Default Parameter is (W). 

If the second Parameter is (C) or (M), an algorithm 
change is needed. The Default Parameter is (M). 

If the second Parameter is (S), the environmental 
configuration of the client for this Parameter is (W), 
change is needed. 

If the third Parameter is (PX), a port change algorithm 
is executed. The Default Parameter is (PO). 

If the forth Parameter is (NA), an algorithm for 
synchronizing the vector number with the connect number 
is needed. The Default Parameter is (A). 

The Context Agent stores the contexts to the Context Memory and obtains the 
contexts in the other client’s Context Memory through the ACI (Agent 
Communication Interface). The Context Memory stores the client’s context and 
communication methods. The Communication Agent communicates with the other 
clients, and consists of the Transporter, Communication Method and Receiver.  

 

Fig. 7. The architecture of Client 



44 C. Jung, S. Lee, and E. Lee 

The Transporter obtains video and audio information from the system, and 
communicates this contents to the other clients using the Communication Method. 
Communication Method is a transmission code that is received from the 
communication target. The Receiver receives video and audio information from other 
clients. Fig.7. show the architecture of the Client. 

c) Mobile Client 
The Mobile Client is a client with an architecture for mobile users that have 
insufficient resources for a contents adaptation. The Mobile Client’s architecture is 
decided by the Architecture Manager, which then organizes the Mobile Client’s 
architecture. Fig.8 show the Mobile Client’s architecture. 

 

Fig. 8. Architecture of the Mobile Client 

A Mobile Client has less functionality then a Client because the contents 
adaptation function is too heavy for a Mobile Client. Therefore, to support a Mobile 
Client’s contents, adaptation is performed by an Adaptation Proxy Server. 

d) Adaptation Proxy Server  
The Adaptation Proxy Server is a proxy server, which performs contents adaptation in 
the place of a Mobile Client, which consists of 1) Context DB, 2) Context Agent, 3) 
Monitoring Agent, 4) Adaptation Agent and 5) Connection Manager. If a Mobile 
Client connects to an APS through the Connection Manager, the Monitoring Agent 
gathers the context and session information of the connected Mobile Client, which are 
then stored to the Context DB. When a client is connecting to an APS, the Context 
Agent updates the Context DB in the Server. The Context Agent also obtains each 
client’s Communication Methods using the session information of the Server. The 
Context Agent also sends the session information, context and Communication 
Method to the Adaptation Agent. The Adaptation Agent decides the appropriate 
Communication Method for contents adapted communication. The Adaptation Agent 
then composes the Communication Method for the Communication Agent of the 
Mobile Client and the Mobile Client then communicates with each client using this 
Communication Method. Fig.9. show the architecture of an Adaptation Proxy Server. 

In this paper, we have designed a reconfigurable architecture for a Mobile Client 
using the Fractal [5] libraries and Weave [8]; the Fractal changes the structure of 
system and reflects the implementation code while the system is in operation, and 
chooses and rearranges the algorithm component for adapting the system according to 
the monitored results of the JAVA based Library while a program is working.  
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Fig. 9. Architecture of an Adaptation Proxy Server 

Weaves, made by The Aerospace Corporation, are networks of concurrently 
executing tool fragments that communicate by passing objects, and have a dynamic, 
object-flow-centric architecture designed for applications that are characterized by 
continuous or intermittent voluminous data floes and real-time deadlines. We have 
already addressed Weaves [8] in section 2. 

4   Implementation and Evaluation 

The system proposed in this paper has been implemented based on JAVA SDK in 
Windows, Linux and Solaris environments. The main code for transmission of the 
picture information is made using JMF [4], for which the user needs a capturing 
device to obtain the picture information. 

 

Fig. 10. Screen shot of our system 

This system is implemented on a component basis, consisting of adjustable 
components, where each component is associated with an appropriate algorithm for 
adaptation to the user’s operating environment as well as that of the overall network. 
This is the basic characteristic of self-adaptive software, which has been implemented 
using the Fractal [5] library for our proposed system. 

Evaluation: According to the location of adaptation, an adaptation system is separated 
into the client-side, server-side and proxy server-side adaptation systems. [11] First, the 
client side adaptation system monitors and adapts the environment on its own side [12, 
13], which could prevent the exposure of personnel information to the outside, and 
could also be suitable for performing reconfiguration of a control device configuration 
or to modify its functionality. Second, the server-side adaptive system monitors each 
client and performs contents adaptation, involving adaptive modules on their side. [14] 
Third, the proxy adaptation system has adaptive modules installed, which sets the proxy 
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server between a client and server [15, 16], which can take advantage of being able to 
adapt, by the addition of the proxy server, without modification to the server or client 
components. In this paper, the difference between a general videoconferencing system 
and our proposed system, using the self-adaptive concept, has been evaluated, and the 
quantitative differences between the use of three adaptation mechanism - Server side, 
Client side and Proxy Server side adaptation - based approaches and a Dynamic 
adaptive architecture based approach. In Fig.11, the horizontal axis represents the 
adaptation time, and the vertical axis the number of clients. 

 

Fig. 11. Comparison of the adaptation and dynamic adaptation architectures when a mobile 
client is connecting. The use of dynamic adaptation architecture is more effective than those of 
the three adaptation mechanisms – Server side, Client side and Proxy Server side adaptation. 

In Fig.11, the use of the three adaptation mechanisms required more time than that 
with the Dynamic Adaptive Architecture. Evaluation environment is following.  

Server : HP net Server. Os. Windows 2003 Server CPU 3.0G, RAM 1024Mb  
Proxy Server : Os. Windows XP Pro, CPU 3.0G G RAM 1024Mb 
Client : Os. Windows XP Pro, CPU. 2.4G RAM 512Mb 

An almost mobile device has less resources for adaptation; therefore, a mobile 
device requires a proxy. However, if mobile devices have sufficient resources, they 
work more efficiently than if the client performs the adaptation themselves. In view of 
these facts, the use of Dynamic adaptive architecture is more effective. If the number 
of clients per APS is optimized, our system will spend less time on adaptation. 

5   Conclusion 

In this paper, an architecture based self-adaptive videoconferencing system, with 
dynamic adaptive architecture, has been proposed for internet based 
videoconferencing. The was able to adapt to the user’s environment, requests and 
network surroundings. The proposed system was implemented using JMF and Fractal. 
These two techniques completely satisfied the requirements of the self-adaptive 
software structure and have active embodying language according to active changes of 
the structure. The users of our videoconferencing system are able to utilize a system 
that is optimized for their environment and network surroundings. Also, this system 
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can operate as a self-configuring and self-healing system, because it is able to cope 
with new problems by the addition of new components. It also includes monitoring 
techniques that can deal with problems while the program is running. However, if our 
system had more optimized client allocating mechanisms, the time required for 
adaptation could be reduced. Also, our research has not mentioned change 
management, which is an important issue in runtime software evolution and will be the 
subject of a future publication. 
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Abstract. We have implemented and tested an overlay multicast solution with 
scalability and reliability that is suitable for a single source live stream 
distribution such as an IP broadcast service. Our presented solution is 
independent of a specific streaming server or streaming data and it can 
distribute multicast data to isolated multicast networks through an unicast 
tunneling. In order to solve the problems of the peer-to-peer based solutions, we 
employed dedicated hardware-based solution. We also adopted subnet 
multicasting to provide scalability so that unlimited number of members could 
join a multicast group. In the multicast island, the tree depth among the end-
users is kept as only one level, which means inherited packet losses can be 
minimized. To provide reliability, we employ the loosely-coupled TCP 
connection for unicast-tunneling and FEC (forward error correction) for subnet 
multicast. We evaluated its performance depending on the bit-rates and PPS 
(packet per second) of the streams. To verify the efficiency of our solution, we 
tested it on a real world Internet test-bed and it proved to be more efficient than 
traditional unicast approaches. 

1   Introduction 

With the drastic growth of the Internet, convergence of different media into the digital 
has brought us to an environment where high quality video stream over network is 
available.[1] An overlay technology, for example, can provide newborn services for 
the Internet without modifying the existing network infrastructure. Many overlay 
multicast studies have been introduced [5], [6], [7], [8], [9], [10], [11], [12], [13], 
[14], and they can be summarized into two categories. One is a peer-to-peer based 
scheme in which end-users are responsible to distribute multicast data [5]. The other 
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uses dedicated high-performance hardware servers responsible for distributing 
multicast data, even though it is still an end-node [7], [13]. Originally, the peer-to-
peer technique was developed to share files over the Internet, and has been adapted to 
the overlay multicast area. In distributing live stream of high bandwidth, however, 
peer-to-peer technique is not appropriate for some reasons. First, an end-user machine 
itself might have a very low performance to decode and to play the high quality video 
stream, which may cause possible missing of packets even though the network 
bandwidth is enough. Besides, packet losses of a parent will be inherited to all of its 
child end-users and the children of its children likewise. Since end-users have no 
obligation to distribute stream data, they can leave and join the group anytime. It 
makes frequent reconstructions of multicast tree unavoidable. Due to those 
drawbacks, a dedicated high performance hardware based scheme is necessary for 
such fields as IP broadcast services.  

We employed two types of reliable transmission techniques. When it comes to 
unicast-tunnels, loosely-coupled TCP connection is used. Loosely-coupled TCP 
connection is initially introduced by ROMA [14], but our approach is different with it 
in some ways. ROMA aggregates loosely-coupled TCP connection and FEC 
algorithm for providing reliable transport but we separate two techniques by its use. 
We use loosely coupled TCP connections for unicast-tunneling and FEC for subnet 
multicast.  

2   Architectural Model 

The drastic growth of the Internet has required network equipments to do more and 
more functions. With its very high availability, the widely used TCP/IP networks 
have been stabilized over a long period. In this situation, adding unproved functions 
to the network can be a very dangerous try and can cost tremendous amount of 
money. An overlay network technique proposed to solve those problems, however, 
enables us to use new technologies in the legacy network without any replacement of 
existing equipments. Up to now, various overlay network applications have been 
introduced. Among them, CDN (Contents Distribution Network) is the most famous 
application. It pushes contents to the edges of the network and delivers the contents 
with massive intelligence and manageability. It employs functions of DNS for end-
users to find out the most reachable edge server. Though CDN is widely used, it is 
suitable only for web contents that do not require real time distribution. 

Our implemented platform provides an overlay solution equipped with scalability 
and reliability for single source live streaming like an IP broadcast service. It can be 
efficiently done by delivering stream data to end-users through non-multicast 
networks. And the implementation focuses on the following aspects. 

2.1   Components 

Manager: A Manager supervises the information of all the deployed Relays and 
updates its changing conditions immediately. With that updated information, Manager 
helps clients to locate their nearest Relay. For the same purpose, CDN employs a 
modification of DNS (Domain Name System), in which a network administrator must 
create a configuration file manually. In our presented solution, however, a Relay 
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registers its information into the Manager by itself, so the overlay network managers 
need not to configure the Manager manually, thus zero-configuration could be 
possible. 

To find the nearest Relay, it uses RTT as an evaluation matrix like many other 
solutions. But, it will take considerable amount of time for an end-user with low 
performance machine to evaluate all the RTT values. To prevent this kind of problem, 
we adopted an effective RTT evaluation method whose detail will be introduced at the 
implementation section. 

 

Fig. 1. The architectural model of the suggested overlay multicast network 

Relay: A Relay distributes multicast data to its child node through either a unicast 
tunneling or multicasting depending on the underlying network between parent node 
and child node. When a Relay receives a connection request from an Agent and it is 
the first member of the group, it connects to a higher level Relay. In this way, a 
multicast tree is constructed up to the highest level Relay that receives multicast 
packets directly from a multicast source or a stream server. When the highest level 
Relay, also called Root Relay, receives multicast packets from the source, it 
encapsulates the payload with its overlay multicast header that will be de-capsulated 
by Agents. 

Agent: An Agent is an edge node of the presented overlay multicast network and runs 
at end-users’ machines. It determines the best way to connect to the overlay multicast 
network and make a connection to a selected node. It also de-capsulates the overlay 
multicast packets and re-multicasts the original stream to an application like a video 
stream player at the local host. According to the roles of the Agent, there are 3 types 
of Agent mode. 
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− Source Direct Mode: In this mode, an end-user node can receive multicast directly 
from the stream source and Agents do not do any overlay multicasting action 
because multicast data from source is not modified. The multicast data pass 
through directly to a stream player. 

− Native Agent Mode: When a Relay exists in the same multicast island, an Agent 
enters this mode in which an Agent only plays the role of the unicast tunnel’s edge. 
By advertised multicast packets from a local Relay, an Agent can find where the 
local Relay is. In this mode, Agents receive data from local Relay through subnet 
multicasting. In fig. 1, the circled Ts connected to the square Rs are in this mode. 

− Designated Agent Mode: When an Agent is the only member of the overlay 
multicast within the multicast domain, it enters DA mode. An Agent of DA mode 
is responsible for subnet multicasting in the local domain. In fig. 1, the circled Ds 
are in DA mode. 

− Normal Agent Mode: If a DA already exists in the local domain, an Agent enters 
normal Agent (NA) mode. A NA receives data from a DA through subnet 
multicasting. In fig. 1, the circled N connected to the circled D is a  normal Agent. 

Fig. 1 depicts the architectural model of our solution. At the top of the overlay 
network tree, called source network, a multicast source (S), a Manager (M), and a 
Relay (R) are located. At initial states, there is no connection on the overlay network 
and no routing information is managed, but the manager only knows the existing 
Relays location and RTT between Relays and the Manager. The connection is made 
when the end-user request to join multicast group. After overlay multicast tree is 
established, the highest level Relay R at the backbone source network receives 
multicast from source S and send packets to the connected child Relays through TCP 
connections. If the child Relays have group members in the same multicast island, it 
send packets via subnet multicast and it also send to the child node in the other 
multicast island in the same manner of the highest level Relay. 

2.2   Features 

Our new model has the following features. 

• Scalability: The influence of concurrent connections on the performance must be 
minimal. To support scalability, the deployed Relays construct a hierarchical tree 
structure. And in the multicast enabled network, it uses subnet multicast to 
distribute data efficiently.[3]  

• Reliability: A reliable transport scheme must be provided by the overlay network 
since an IP multicast doesn’t support reliable transmission.[2] We employ loosely-
coupled TCP connections for reliable transmission between each hop of unicast 
tunnels. Using TCP, it is possible to use the every functionality of TCP embedded 
facilities like retransmission and congestion control mechanism. And we also 
adopted FEC algorithm for subnet multicast areas. 

• High Availability: Each relay node must be highly available and re-construction 
of multicast tree should not happen frequently. Our dedicated hardware Relays are 
very stable compared with the end-users of peer-to-peer-based solutions. 
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• Low Latency: End-to-end delay must be kept small for live streaming. Adopting a 
high performance hardware-based dedicated server and by minimizing the depth 
among end-users, this solution supports a high availability and minimizes end-to-
end delays. 

• Stream Independency: An overlay network must be independent of stream server 
or stream type. Our solution is definitely independent on a stream type and can 
distribute any kind of stream. 

We compare our solution with other overlay solutions that support live stream 
distribution and reliable transport. Zigzag[5] introduces P2P techniques for single 
source media streaming. As mentioned above, with P2P-oriented solution, it’s 
impossible to support highly available service. And it doesn’t support any reliable 
transport scheme. Overcast[6] introduces the overlay multicast techniques for single 
source streaming that employs dedicated service nodes placed at strategic location. 
The goal of Overcast is to maximize bandwidth to the root for all nodes that leads to 
“deep” distribution trees. It means that long end-to-end delay is unavoidable. 
OMNI[7] also deploys a set of service nodes in the network to efficiently implement 
media-streaming application but it doesn’t adopt any reliable transport scheme. 

3   Protocols 

3.1   Tree Building 

If a Relay is not present in the local multicast domain or a statically configured parent 
Relay is not working properly, child nodes inquire Manager of the nearest Relay 
information. The information controlled by Manager is collected by static 
configuration or dynamic registration. Since no static configuration of Manager is 
required when new Relays are deployed, zero-configuration could be possible and it 
helps the Manager to easily maintain the overlay multicast network. 

Generally, checking the RTT from a client is the most common way of finding the 
nearest Relay.  But with this way, when overlay network becomes so huge in size and 
the number of Relays becomes tremendous, it will take a lot of time for end-users to 
check RTT of all the Relays. This could be worse for end-users who have a low 
performance machine. In order to determine which one of the Relays is the closest, 
they have to send ping queries sequentially to all the Relays and wait until the timeout 
ends. To overcome the drawback of this kind of general check routine, we have 
adopted a server-oriented method. In this way, an Agent sends the Manager an inquiry 
of the nearest Relay, it gets the first response from the nearest Relay. Thus, it takes 
very little time to determine the optimal Relay. Details of this algorithm are depicted 
in Fig. 2. Once the Manager receives an inquiry from an Agent, it commands all of 
the Relays to response to the Agent exactly after some designated period of time. The 
time value is calculated by the Manager and all the Relays must synchronize their 
clock accordingly. Since the Manager is located in backbone and its network 
condition is usually better than that of end-users, it can send commands to many 
Relays simultaneously. Although all the Relays must wait some designated period of 
time, which can be a delay, it is still more efficient and faster than the previous 
method. 
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Once the child node selects the best parent node with this method, it sends the result 
back to the Manager. The feed-back has its network address and the selected Relay’s 
address. Once the Manager saves the information into a cache table, it searches the 
cache table first when a new request arrives from the same network. If the Manager 
finds out matching information from the cache, it immediately responds to the 
Agents. Just like other caches, the stored information will be expired after some 
designated period.  

 

Fig. 2. Server-oriented RTT evaluating scheme 

In fig.2, arrow 1 is an inquiry from a designated Agent (D) to seek the nearest 
Relay. Arrow 2 is the command from Manager (M) to All Relays (R) that orders 
Relay to respond to the Agent. Arrow 3 means a response from a Relay to the Agent. 
Arrow 4 is showing that the Agent selects a Relay and sends join messages. If the join 
query fails, it will try to join the next fastest Relay. Arrow 5 is the feed-back 
containing the Agent’s network address and the finally selected Relay’s address that 
the Agent succeeded to join. 

Explicit level numbers according to topological information are assigned to Relays 
and they are used when a Relay dynamically searches its parent node. These numbers 
keep Relays from connecting to Relays of lower levels. When a Relay sends its level 
information along with a request to find a proper higher level Relay, the Manager 
returns only the information of those Relays from the higher level. 

3.2   Reliable Transmitting with TCP-Based Technique 

It is commonly believe that TCP is not suitable for real-time streaming services 
because TCP’s use of packet retransmissions incurs unacceptable end-to-end latency. 
It means, re-sending lost data is not appropriate because the resent data would no 
arrive at the receiver in time for display. Besides, UDP is also not suitable because 
UDP’s service model doesn’t provide enough support to the application for streaming 
while TCP’s provides too much. Consequently, numerous researches on new transport 
protocol with alternative service-model as more suitable for live streaming are 
introduced. For example, such service models might provide higher reliability than 
UDP but not the full-reliability of TCP. Through some combination of accident and 
design, TCP’s congestion avoidance mechanism seems essential to the Internet’s 
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scalability and stability. Research on modeling TCP dynamics in order to effectively 
define the notion of TCP-friendly congestion avoidance is very active. Meanwhile, 
proposals for vide-oriented transport protocol continue to appear, but they now 
generally include TCP-friendly congestion avoidance. 

To provide reliability, we adopt loosely-coupled TCP techniques between Relay 
nodes. Use of TCP is clearly desirable, as it is universally implemented, provides 
built-in congestion control and reliability, and does not raise any questions of fairness. 
Loosely-coupled TCP connection was introduced from ROMA[14]. Instead of using 
store-and-forward approach, it adopted a forward-when-feasible approach, where by 
each intermediary be written into the downstream TCP socket. The most difference 
between our solution and the ROMA is that we don’t accept FEC algorithm.  

FEC is well-known techniques developed for reliable IP multicast. It is a very 
effective algorithm when packets are transmitted using unreliable transport protocols 
like UDP. On the contrary, with the reliable transport protocol like TCP, the transport 
protocol already support reliable delivery, burdening FEC overhead to recover packet 
loss could brings needless congestions on the network. Besides, a FEC encoder (the 
very first overlay multicast node receive multicast packets from the source) should 
buffer enough packets to make FEC overhead packets. This also makes unnecessary 
end-to-end latency. 

However, it comes to subnet multicast, it becomes the opposite story. The subnet 
multicast technique use IP multicast to transfer packet to neighbor overlay node and 
the possibility of packet losses increase. So we adopt FEC algorithm to provide 
reliable delivery.  

Fig. 3 depicts how the provided reliable transmission mechanism, Loosely-coupled 
TCP works. When packet arrive, the overlay multicast application checks the each 
buffer of sockets which are connected with receivers and if there is not enough space 
for new arrived packet left, it drops the packet. In Fig. 3, TCP send buffer for R1 is 
the socket buffer for the connections with receiver R1 and it seems to be full and no 
empty space left, so the newly arrived packet will be dropped. But, R2 will receive 
the packet because its TCP socket send buffer has enough space for the packet. 

 

Fig. 3. Implementation of Reliable Transmission 

For subnet multicast, when it sends packets to its neighbors in the same multicast 
island, it encodes packets and makes FEC recovery packets. To do this, it keeps FEC 
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buffers. When enough packets to make FEC over head packets are gathered, send 
them using to subnet multicast members. If it sends packets to original multicast 
group, the originally intended multicast application like stream video player could not 
understand the FEC encoded packets, so it have to send FEC encoded multicast 
packet to another multicast group address which can be calculated with original group 
address. The receivers also should listen to the promised multicast group address and 
re-send it with TTL 0 for the stream player application to display.  In Fig. 3, FEC 
buffer is filled with incoming packets to make FEC encodings. 

4   Experiments 

We tested the implementation on a test-bed that is deployed on the real Internet not in 
the lab environment of the limited conditions. The test-bed consisted of 4 isolated 
multicast domains that were connected through the KOREN (KOrea advanced 
REsearch Network) backbone. And the real Internet was also connected through the 
KOREN.  

 

Fig. 4. Test bed constructed on APAN-kr network and Internet 

The test was performed using a WMT® stream server of Microsoft®. We accepted 
participants not from our staffs but from many unspecified end-users on the 4 
domains and the Internet. We assumed that most of the end-users were using MS-
Windows systems as their OS and the MS media-player was the most common player 
and basically included in their OS. We implemented an Agent in forms of ActiveX 
control and it was automatically installed to each end-user’s computer once 
connected. There was no need for them to download and install any other 
applications. 

To gather enough number of end-users, we used a very famous sports event for the 
streaming content, whose paying time was about 90 minutes. We received the high 
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quality stream using satellite antenna and encoded it in real-time. The encoded output 
was put to the MS WMT server for multicasting. We chose two bit-rates of 1.5Mbps 
and 750kbps because most of the home networks’ bandwidth were about 2Mbps. In 
Fig. 4 E is live encoder which receives signal from a satellite dish. S means the WMT 
stream server as source. A root Relay and a Manager is located at the source network. 
Session information was given to Agents in HTML codes.  

We gathered the information logs after 90 minutes’ streaming test. During the 
streaming, a total of 377 connections were made and the number of concurrent users 
reached up to 198 while the average number of connections was about 172.  

315 out of 377 connections are made from the 4 test-bed networks and the other 62 
connections are made from 18 different AS(autonomous systems) through the 
Internet. The reason the number of users from a non-Relay deployed network is 
relatively small is because we advertised the sport event streaming only at 3 
participating campus’ web pages. 

 

Fig. 5. MRTG analysis for source network traffic 

 

Fig. 6. Connections during the event 

The MRTG analysis graph (in Fig. 5) shows the monitored network traffic of the 
source network during the event. Theoretically, a total of 198 users (1.5Mbps * 78 +  
750Kbps * 120) would take 207Mbps traffic but the maximum traffic actually 
monitored from MRTG was only 64Mbps.  
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5   Performance Evaluation 

The smaller packet size is, the more packets need to be sent and the higher PPS 
(Packet Per Second) could lower the performance overlay equipments. In fact, 
Microsoft WMT® generates 11 packets (10 data packets + 1 FEC packet) regardless 
of bit-rate and single packet size of Kasenna Media Base® is about 1.5k and makes 
about 350 PPS for a 4Mbps stream. So, we evaluated the performance of the 
presented solution depending on bit rates and the packet size of streams with gigabit 
network interface installed Relays. The selected bit-rates consisted of various from 
1Mbps for high quality internet video stream to 20Mbps for HDTV quality. And the 
packet size of the streams varied from 1440bytes of not being fragmented on the 
Ethernet to 8Kbps. We used MGEN, the packet generator as the source of streams and 
to monitor the quality of played video we added the DVTS system sending 20Mbps 
stream. We also placed the multicast listener which checked a latency and packet 
losses by using the time-stamp and sequence numbers on the MGEN generated packet 
header. 

To guarantee the low latency, which is crucial to live streaming services, we 
excluded the results that had larger latency than 50 ms from the source to end-users. 

Table 1 shows the evaluated performance results which shows our implementation 
is not affect by the bit-rates or PPS of stream. 

Table 1. Performance evaluation with various bit rates and packet size  

P.S.=1440 P.S.=2048  P.S.=4096  P.S.=8192 Result 
Bit-rates CH. T.P. CH. T.P. CH. T.P. CH. T.P. 

1M 500 500 500 500 500 500 200 200 
2M 240 480 260 520 260 520 200 400 
4M 130 520 140 560 140 560 130 520 
6M 86 516 90 540 96 576 90 540 
8M 64 512 62 496 64 512 64 512 

10M 54 540 58 580 58 580 58 580 
20M 26 520 26 520 26 520 26 520 

P.S.: Packet Size in Byte,  CH.: Number of Channels, T.P.: Throughput of the Relay in Mbps 

6   Conclusion 

In this paper, we introduced a novel overlay multicast structure suitable for distributing 
live stream. Focusing on developing practical solution rather than theoretical discussion, 
we put some features of live stream distribution solutions on the table and apply those to 
our solution. To overcome the shortcomings of peer-to-peer solution we employed the 
high-performance hardware based dedicated Relay nodes. We also improved scalability 
and kept low latency by adopting hierarchical tree structures for multicast distribution 
network, efficient and fast Relay seeking algorithm, caching technique and subnet 
multicasting. We employed two types of reliable transmission techniques. When it 
comes to unicast-tunnels, loosely-coupled TCP connection is used. Loosely-coupled 
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TCP connection is initially introduced by ROMA [14], but our approach is different 
with it in some ways. ROMA aggregates loosely-coupled TCP connection and FEC 
algorithm for providing reliable transport but we separate two techniques by its use. We 
use loosely coupled TCP connections for unicast-tunneling and FEC for subnet 
multicast. To prove its usefulness and efficiency, we constructed a test-bed on the real 
Internet environment and deployed the developed equipment on it. The evaluation 
broadcasted the famous 90 minutes long sports event to the test-bed and the result has 
shown that our solution is performing about 3 times better than unicast transport. We 
had evaluated its performance, differentiating PPS and bit-rates of the stream. The result 
has shown that our solution is performing well without regards to the PPS or bit-rates. 
The result shows that it can transport 500 channels concurrently and can process 
580Mbps in maximum. 
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Abstract. Next generation information appliances are required to handle real-
time audio/video playback and in the mean time should be able to handle text 
based requests such as database search, file recording, etc. Although several 
techniques are presented to address this problem, most of them are rather 
theoretical to be employed into practical systems as they are. In this paper, we 
present our experience in developing the file system which can efficiently 
handle mixed workload. To this end, we develop practical I/O scheduling 
mechanism to prioritize the incoming disk I/O requests: deadline-driven I/O 
scheduler and admission control module. We also discuss some issues on QoS 
enhanced I/O semantics. The proto-type file system Apollon is developed on 
Linux Operating System. Compared to legacy system, Apollon exhibits superior 
performance in guaranteeing the QoS requirement of real-time requests.  

1   Introduction 

With the penetration of computer technologies into consumer electronics platform, the 
usage of digital home appliances such as digital TV, set-top box and PVR(Personalized 
Video Recorder) have explosively increased. These embedded devices enable us to 
enjoy service such as interactive multimedia presentation without the full fledged 
computer system, e.g. desktop, laptop computer, etc. They are usually equipped with 
relatively limited computing capability: smaller amount of main memory and storage. 
They also have to fulfill new line of constraints which have been applied to consumer 
electronics platform: reliability, shock-resistance, and energy consumption, etc. Legacy 
operating systems carry too much weight to be used in these embedded devices. 
Hence, it is mandatory that the operating system for these embedded devices is 
carefully tailored to satisfy the specific constraints of the devices. 

In this work, we focus our effort on developing file system which can efficiently 
handle audio/video workload as well as the I/O workload without timing 
constraints. Developing this file system is motivated by the actual need. ATSC 



60 T. Kim et al. 

standard requires 19.2 Mbits/sec playback rate[1]. And single set-top box or PVR 
device is required to handle at least two read and two write sessions of ATSC 
stream. This type of real-time requirement has not existed in legacy computer 
systems domain, it should be necessarily considered in designing the I/O subsystem 
for multimedia embedded devices. In addition, the device needs to handle aperiodic 
I/O request, e.g. file download, database search, etc. This requirement will be more 
realistic when TV-anytime or infomercial is combined with real-time database 
navigation capability.  

Due to the head movement overhead of disk and the stringent real-time 
characteristics of video/audio workload in home appliances, the file system in such 
embedded devices requires rather sophisticated treatment. The easiest way to 
overcome this situation is to allocate different device1 to each type of data. However, 
this approach cannot use the underlying resources efficiently[2]. In this work, we 
consider that single device is required to provide streaming service as well as to 
handle the requests for non-playback related data.  

In fact, guaranteeing QoS under mixed workload has been under serious attention 
for the past few years[3-5]. Most of the techniques including Cello[3] employ period 
based scheme. Period based approach delivers very sophisticated model and can 
exploit that underlying resources efficiently. However, it mandates the in-depth 
knowledge of the disk internals, e.g. the number of cylinders, sectors/cylinder, seek 
distance vs. seek time curve which are not usually accessible from operating system’s 
point of view. Further worse, it requires more CPU cycles to schedule the request. 
Another common approach for servicing the mixed I/O requests is to employ a 
scheduler that assigns priorities to application classes and services disk requests in the 
priority order[6-7]. Unfortunately, such scheduler may violate service requirements of 
lower priority requests and induce long-time starvation.  

In this paper, we present simple yet efficient method of handling different I/O 
requests. We first classify all I/O requests into two categories: real-time requests and 
best-effort requests. And then we develop a deadline-driven I/O scheduler which can 
not only meet the deadlines of real-time requests but also offer good response time to 
best-effort requests. For jitter-free service for audio/video under bursty workload 
environment, we also supplement our scheduling scheme with admission control 
module. Finally, we discuss some issues on QoS enhanced I/O semantics in 
commodity operating system. We demonstrate that Apollon is suitable for next 
generation embedded devices since: (i) it provides the QoS service for audio/video 
playback requests, (ii) it is so simple to be employed into low capability devices, and 
(iii) it has practical assumptions to be implemented as it is. 

The rest of this paper is organized as follows. First, Apollon architecture and 
Apollon APIs are presented in Section 2, Section 3, respectively. And then, we 
discuss the prototype implementation in Section 4 and show the efficacy of Apollon 
through extensive experiment in Section 5. Finally, we conclude the paper in  
Section 6. 

                                                           
1 The device denotes the physical device which is a separate scheduling entity. 
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2   Apollon File System 

2.1   Apollon File System Architecture 

Apollon file system is designed for embedded device with limited computing 
capability, e.g. a few hundred MHz at most. It naturally raises two main design 
philosophy: small code size and less CPU overhead. Apollon is very simple, and yet 
still successfully guarantees the required bandwidth for multimedia stream. Fig.1 
illustrates the architecture of Apollon. We classify all I/O requests into two 
categories; soft real-time I/O, e.g. I/O request for audio/video playback and best-effort 
I/O, e.g. file copy, file transfer, or I/O request originated from database search. As is 
the case for all real-time operations, real-time I/O request should accompany deadline 
requirement. However, in POSIX standard, file system interfaces do not carry 
deadline information. Hence, in Apollon file system, we augment I/O system calls 
with deadline to support real-time I/O. Details on specifying QoS of real-time 
requests will be discussed in Section 3. System call can also be called without 
deadline such as best-effort I/O request. When the system call is called without 
deadline, file system layer assigns infinite value for deadline field. Based this 
deadline information, we implemented deadline-driven I/O scheduler: Earliest 
Deadline First with Aging. We also added admission control module to prevent the 
system from being overloaded. We describe admission control module and deadline-
driven I/O scheduler one after another in next subsections. 

2.2   Admission Control Module for Apollon 

To service a given I/O request satisfying its deadline requirement, the system should 
not be overloaded. There are a number of levels in determining whether to accept a 
given I/O request or not: (i) open/close level, (ii) session level, and (iii) I/O request 
level. When we control the admission in open/close level, the application specifies the 
deadline requirement(or playback rate of a file) when file is open. The file system 
computes the resource requirements of a given open system call and rejects that if it 
cannot guarantee a given deadline. The second approach is at session level. Session is 

Real-time
Applications

Deadline-Driven I/O scheduler

Device Driver

Best-effort
Applications

Buffer Cache

Disk

Applications

Apollon

EXT2FS SYSV PROC

Admission
Controller

VFS ( New API / POSIX API )

 

Fig. 1. Architecture of Apollon file system. The dotted line boxes denote the modules which 
are implemented by Apollon. 
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a sequence of homogeneous QoS I/O requests. In VCR like operation, user can watch 
the video in a number of different playback speeds. The admission control module re-
computes the resource requirement of the playback when the user updates the 
playback speed and determines whether to accept the given session or not. Finally, we 
can determine the admissibility of a request for individual I/O request. In Apollon, we 
adopt the first approach.  

The continuity requirement to maintain jitter-free playback can be represented with 
two conditions. The first condition is that the number of data blocks retrieved during 
time T should be greater than the amount of data blocks needed for playback for same 
period of time. This condition could be denoted by Eq.(1). 

bnrT ii ⋅<⋅  (1) 

In Eq.(1), ni , b, and ri  are the number of data blocks read during T, size of I/O unit, 
and playback rate of stream i, respectively. This condition should hold for each 
stream, i = 1,…, m. The second condition is that it should take less than time T to 
retrieve the data blocks for all streams. 
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In Eq.(2), m and Bmax are the number of streams, maximum transfer rate of the disk, 
respectively. And O(m) is the disk movement overhead such as seek and rotation 
latency in reading the data blocks for m streams. It is important to note that O(m) is 
determined by the disk scheduling policy, e.g. EDF, SCAN, FIFO, etc. When the 
player opens a multimedia file, admission control module is required to compute 
above two equations and determines whether to accept or reject the I/O requests. 

2.3   Deadline-Driven I/O Scheduler: Earliest Deadline First with Aging 

Based deadline and data location on disk, we develop novel scheduling strategy. In 
this scheduling strategy, each request has deadline, location of a requested block on 
disk, and age. Our I/O scheduler first services the request with the earliest deadline. 
Since real-time requests have specific deadline value while best-effort requests have 
infinite value, real-time requests are first served. If the two or more requests have the 
same deadline, they are serviced in increasing sector number order.  

Since best-effort I/O requests are just prioritized by data location on disk, it is 
possible that best-effort I/O request is indefinitely postponed. We adopt the notion of 
“age” to overcome this situation. The notion of aging is being widely used in 
commodity operating system such as Linux 2.4. Each request in the queue has an age 
and it is initialized to 0. The age of a request increases whenever other requests which 
have same deadline but lower sector number pass that request. If the age of a request 
comes to a threshold , any request is not allowed to pass that request. This threshold 
value  means the maximum latency of the request. For example, when new request 
Rk with lower sector number than a request Ri arrives at queue, if Ri has a timed out 
age, Rk cannot pass Ri. Consequently, a request with a timed out age acts as a barrier 
and this mechanism resolves the starvation problem. Pseudo code of our algorithm is 
explained in table 1.  
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2.4   Analysis of Deadline-Driven I/O Scheduling Algorithm  

In this section, we discuss the performance analysis of our scheduling algorithm. 
Tservice, the time required to service N requests in queue is modeled as Eq.(3). In 
Eq.(3), Bmax is the maximum data transfer rate which is governed by the rotational 
speed and magnetic density of the disk plate. ni, b, N represent the number of blocks 
to be fetched for ith request operation , the block size and the number of requests in 

queue, respectively. And iδ in Eq.(3) is the disk head repositioning overhead for ith 

request I/O operation. 
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We can partition Eq.(3) into two parts, namely, the data transfer time, which is 
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δ . The data transfer time depends on 

the total number of blocks to be transferred, while the positioning time is governed by 
the disk scheduling policy. The positioning time consists of seek time, rotation 
latency, settle down time, head change, etc. Among all of them, seek operation 
dominates the disk head positioning time and thus it should be modeled carefully. 

Table 1. Pseudo Code of  Deadline-driven I/O Scheduler 

 

Ri (di, si, ai ) 
di  : deadline of request i  
si  : sector number of request i  
ai  : age of request i for preventing long starvation 
 
when new request Rk arrives at queue 
for ( i := N; i >0; i--) do 
     if ( dk > di ) then insert Rk after Ri and return; 
     else if ( dk = di ) then 
      if ( sk > si | ai  = threshold ) then insert Rk  after Ri  and return; 
    else ai ++; 
    end if; 
     end if; 
end for; 
insert Rk at head of queue; 
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We first model the seek time behavior of the disk head movement. A number of 
experimental measurements have resulted in the following model of seek time 
behavior. Here, x and C denote the seek distance and threshold value, respectively, in 
terms of the number of cylinders. 

CxifxbaT
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seek
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In FIFO or EDF disk scheduling algorithm, the disk heads read/write the data 
blocks in a fixed order independent of the location of the data blocks. Due to this 
property of FIFO or EDF scheduling, the disk head makes a full sweep of the disk 
platter (N -1) times in the worst case. The corresponding maximum overhead in FIFO 
or EDF scheduling, OFIFO/EDF(seek) is expressed as in Eq.(5). In Eq.(5), L means the 
total number of disk cylinders. 

))(1()( 22/ LbaNseekO EDFFIFO +−=  (5) 

In SCAN scheduling algorithm, the disk head scans the cylinder from the center of 
the platter outwards (or vice versa), and reads the data blocks in cylinder order. Thus, 
the respective cylinders are visited once in each cycle. The upper bound on the 
overhead in SCAN algorithm, OSCAN(seek) is expressed as in Eq.(6), given that 

C
N

L ≤
−1

. This formulation is due to the fact that when the inter-cylinder distance 

is shorter than a certain threshold, seek time is proportional to the square root of the 
distance.  
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In SCAN with aging, the disk head scans the cylinders like SCAN algorithm 
except prior service for requests with timed out age. In this algorithm, due to aging 
threshold value , the set of requests to be serviced in worst case are partitioned into 

+1τ
N

 groups. SCAN scheduling is used within a group and FIFO scheduling is 

used between the groups. Since there are 
+1τ
N

 groups to be scanned, the disk head 

makes 
+1τ
N

 sweeps of the disk platter. With this figure, the positioning overhead 

in SCAN with aging, OSCANA(seek) can be formulated as in Eq.(7). In Eq.(7), when  
is equal to (N-1), OSCANA(seek) becomes the same as OSCAN(seek) and when  is equal 
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to 0, OSCANA(seek) becomes the same as OFIFO(seek). Given that C
L ≤
τ

, OSCANA(seek) 

is expressed as in Eq.(7). 
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From above equations, we can derive worst case seek time overhead in our 
deadline-driven I/O scheduling: Earliest Deadline First with aging. In this algorithm, 
real-time requests are serviced in EDF order while best-effort requests are serviced in 
SCAN with aging algorithm order. Let Nr and Nb be the number of real-time requests 
and the number of best-effort requests in queue, respectively. The disk head makes a 
full sweep of the disk platter Nr times and then scans the cylinders like SCAN with 

aging algorithm for Nb best-effort requests. Given that C
L ≤
τ

, OEDFA(seek) is 

expressed as in Eq.(8).  
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3   QoS Enhanced I/O Semantics 

3.1   QoS Semantics in I/O Operation 

To support QoS in I/O subsystem, operating system should harbor proper abstraction 
of QoS in I/O operation. In fact, the notion of QoS is unpopular in I/O operation. 
Traditionally, hard disk has been outside the realm of real-time computing. This is 
because seek time and rotational latency have made it infeasible to guarantee response 
time in hard real-time environment. I/O subsystem which is based on such disk is not 
friendly to real-time system and there is no consideration for specifying timing 
constraints in POSIX. Hence, to support QoS of real-time requests in I/O subsystem, 
we first have to define abstract mechanism for specifying QoS.  

There are several alternatives in specifying QoS requirement of multimedia 
applications. The simplest way is to add new APIs including QoS related parameter 
such as deadline. In [8], they implemented new system calls such as 
cello_open(), cello_read(), etc. and added QoS parameter into those APIs. 
[9] specifies QoS parameters per file descriptor, and passes the pointer to parameters 
to each IO request in the disk queue using ioctl().  

The mechanism which classifies the requests class by using file expansion, e.g. 
mpeg, avi, etc. deserves much consideration. In other words, when opening a file, 
if its expansion name is one of audio/video file expansions, it is possible to 
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prioritize the real-time requests in I/O level. In this scenario, however, the process 
which opens audio/video files also should be considered with file expansion. It is 
because, non-multimedia processes such as copy also could open the audio/video 
files. These processes do not require real-time services. It is also possible to classify 
the file characteristics in I/O level by analyzing the I/O patterns of files. For 
example, if the access pattern of a file is sequential and periodic, it could be 
recognized as stream requests. For this autonomous detection of requests class, the 
intelligent module for analyzing the file access pattern should be embedded in file 
system.  

3.2   Interface in Apollon 

Among several techniques, we added new APIs in order to pass the deadline 
information of multimedia requests into I/O level. The addition of new system calls 
causes application which is supposed to use new system calls to be changed. In 
general purpose system, since there exist many kinds of multimedia applications and 
they are frequently changed, it is not feasible. On the other hand, in embedded devices 
such as PVR or set-top box, applications are embedded along with operating system, 
and thus the above mentioned problems do not matter. Note that the addition of new 
system calls should be carefully handled because system call index is one of system 
resources. Though Apollon is yet prototype and thus this simple technique is 
employed, it might be replaced with other techniques such as QoS parameter passing 
with ioctl(). Table 2 lists the interface exported by Apollon.  
 

4   Implementation of Apollon Prototype 

We implemented Apollon file system on Linux kernel v.2.4.20. Since Apollon file 
system enables the application to specify the deadline of I/O request, several kernel 
components are re-designed to harbor multimedia related information such as 
deadline, average playback rate. We also replaced Linux elevator disk scheduler with 
our deadline-driven I/O scheduler. Note that Apollon file system is completely 
modular and object-oriented. Hence, it can be seamlessly integrated with the existing 
file systems, e.g. Ext2fs, XFS, NTFS, etc. 

Table 2. The Description of Apollon APIs 

System Call Purpose 
apollon_open invoke admission controller and if admitted, open the multimedia file 

apollon_close close the opened multimedia file and reset the admission control 
module related parameters 

apollon_read read multimedia file with its own deadline parameter 

apollon_admin set and modify the admission control related parameters 
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5   Experimental Evaluation of Apollon 

5.1   Experimental Methodology 

Since Apollon exports QoS-enabled APIs, we modified the commodity mpeg2 player 
to use this feature[10]. The modified player computes the deadline for every I/O 
request and invokes the system call with that deadline. The objective of Apollon file 
system is to guarantee deadline of real-time I/O requests so that multimedia player 
can provide jitter-free playback. When the I/O subsystem is under utilized, it is not 
much difficult to deliver the requested data block on time. However, when the I/O 
subsystem is overloaded with various type of request, special care needs to be taken to 
guarantee the QoS of real-time I/O. 

To evaluate the efficacy of Apollon file system, we compare the deadline 
guarantee behavior of Apollon with that of legacy Ext2fs using SCAN-like disk 
scheduler. Although several techniques are presented to support QoS enabled I/O, 
most of them are not fully implemented and thus they could not be used in our 
experiment. Instead, we show the performance overhead as well as the deadline 
guarantee behavior of our Apollon using intensive comparison with Ext2fs. To 
generate various types of request, we use ftp, find and IOZONE. Ftp(file transfer 
protocol) receives the data blocks from TCP socket and copies it to the disk. Find 
searches the directory entry to find the path of a given file. And IOZONE is a file 
system benchmark tool which measures the performance of a given file system[11]. 
Multimedia file used in this test is 9 Mbits/sec with 30 frames/sec playback rate. 
The size of the file is 324 MByte. And the testbed for experiments consists of a 
2.4GHz Intel Pentium  machine running Linux 2.4.20, equipped with 256MB 
RAM and a 40GB IDE disk. 

0

10

20

30

40

50

60

70

80

90

100

0 50 100 150 200 250
time(sec)

# 
of

 f
ra

m
es

/s
ec

 
(a) frame rate of Ext2fs with ftp workload. 
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(b) frame rate of Apollon with ftp workload. 

Fig. 2. Variation in playback frame rate when using ftp for background task  

5.2 QoS Guarantee Under I/O Intensive Background Workload 

We first use ftp for I/O intensive background task. Experiment with ftp could be 
regarded as simulation of recording another program during watching a movie in 
PVR. Fig.2 illustrates the variation of playback rates in both file systems when the ftp  
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Fig. 3. Deadline violation behavior in different environment. In every case, deadline miss rate 
in Apollon file system is near zero. 

application downloads the 2GB sized file. When we watch the video clip from Ext2fs 
with ftp, the playback speed fluctuates widely and thus it is actually impossible to 
watch the video clip(Fig.2(a)). However, the variation of playback rate in Apollon is 
relatively consistent(Fig.2(b)). 

Fig.3 illustrates the deadline violation behavior in two file systems using different 
workload. In Fig.3, Y axis denotes the percentage of I/O requests which do not meet 
the deadline requirement. For this experiment, we played a movie file when there is 
no background task, ftp application downloads the 2GB sized file, find program 
searches the root file system, and iozone benchmark tool is executed with ‘-a’ option, 
respectively. As can be seen, in every case, the deadline miss rate is near zero in 
Apollon file system. On the other hand, the deadline miss rate could not be negligible 
in Ext2fs file system. 
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(b) performance in playback frame rates 

Fig. 4. QoS guarantee behavior of real-time I/O requests using IOZONE. Note that three lines 
in Apollon file system are overlapped one another. Although the performance is different as I/O 
size of multimedia player, Apollon exhibits superior performance. 

Next, we use IOZONE benchmark tool to compare the performance of two file 
systems under extreme text based workloads. In Fig.4(a), X axis denotes the number 
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of IOZONE tasks and Y axis is the percentage of I/O requests which do not meet the 
deadline requirement. In this figure, one unit of IOZONE task means an IOZONE 
session that reads and writes 128MB sized file by 4KB. As can be seen, Apollon file 
system exhibits superior performance in guaranteeing the deadline of I/O requests. 
Fig.4(b) plots the average playback frame rates in two file systems. In Ext2fs, the 
playback rate of player decreases as we increase the number of IOZONE tasks. 
However, in Apollon file system, the playback rate of the player remains constant 
independent of the number of IOZONE background tasks. 

Compared with Ext2fs using seek optimized scheduling like SCAN, Apollon file 
system involves the overhead in disk head moving optimization due to the QoS 
service for real-time I/O requests. To show the overhead of Apollon, we measure 
the throughput and the average response time of requests. These measurements are 
taken under identical conditions with Fig.3. As shown in Fig.5(a), Apollon incurs 
more overhead than Ext2fs by 3% ~ 14% in throughput. Fig.5(b) also shows that 
there is little difference in average response time between two file systems. 
Although Ext2fs is a little better than Apollon in seek optimization performance, it 
dose not guarantee meeting the deadline requirements of the real-time requests. We 
have recorded the playback in Apollon file system and Ext2fs. Interested users are 
referred in [12]. 
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(a) performance in throughput 
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(b) performance in average response time 

Fig. 5. The throughput and the average response time in two file systems  

6   Conclusion 

In this paper, we presented the integrated file system for handling mixed workload. 
Using admission controller and deadline-driven I/O disk scheduler which prioritizes 
the different types of requests according to their respective deadline requirements, we 
were able to successfully meet the soft real-time requirement of audio/video 
application under mixed workload. We also discussed the limit of POSIX in 
supporting the real-time characteristics in I/O level and then presented several 
solutions to relieve that conservative semantics. In the work presented here, we added 
new system calls for prototype file system, we are currently investigating issues in 
classifying efficiently the requests class by file expansion or autonomous detection. 
Apollon file system manifests itself especially when the given system is equipped 
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with relatively low end disk subsystem and the system is required to exploit its 
capacity. This file system is to be embedded in the digital home appliances, e.g. set-
top box, PVR, internet home server, etc. 
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Abstract. Vertical handoff is required to achieve anywhere and anytime
internet access in the fourth generation (4G) network providing interop-
erability between universal mobile telecommunications system (UMTS)
and wireless LAN (WLAN). However, video data can be lost due to la-
tency caused by vertical handoff. To solve this problem, in this paper,
we propose a video streaming method for video on demand (VOD) ser-
vices that provides seamless playout at the client in vertical handoff. In
the proposed method, the streaming server first predicts the network
status by using both the channel modelling and the client buffer sta-
tus and then selects a proper video transmission method for vertical
handoff among pre-transmission, post-transmission, and frame-skipping
transmission. Performance evaluations are presented to demonstrate the
effectiveness of the proposed method.

1 Introduction

Currently, the research community and industry in the field of telecommunica-
tions are considering the possibility of the choice for handoff which could be the
solutions for the 4G of wireless communication [1]. The 4G wireless networks
will integrate heterogeneous technologies such as WLAN and third generation
(3G) network because no single wireless network technology simultaneously can
provide a low latency, high bandwidth, and wide area data service to a large
number of mobile users [2].

The movement of a user within or among different types of networks is called
the vertical mobility. One of the major challenges for seamless service in the
vertical mobility is a vertical handoff, where handoff is the process of maintain-
ing a mobile user’s active connection by changing its point of attachment [3]. In
the 4G wireless systems, seamless handoff with small latency and packet losses
should be executed. Handoff latency is one of important factors that decides the
quality of service (QoS) in the 4G wireless networks. In the deployment of multi-
media services with real-time requirements, the handoff process can significantly
degrade the QoS from the user’s perspective [4].

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 71–82, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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In vertical handoff, since video data can be lost due to latency caused by
vertical handoff, video quality degradation caused by vertical handoff is the
critical problem in video streaming. In order to solve this problem, a successful
video streaming solution is required to adapt appropriately to mobile handoff
scenarios for maximum user-perceived quality.

There are several methods to achieve seamless vertical handoff for video
streaming [5]-[8]. The multimedia transport protocol (MMTP) determines the
encoding rate according to the measured available bandwidth for vertical hand-
off [5]. However, this protocol does not concern packet losses caused by vertical
handoff. The method in [6] determines only the required buffer sizes of the client
to achieve lossless vertical handoff without QoS control. The QoS based vertical
handoff scheme for the UMTS and the WLAN in [7] uses QoS supportable ac-
cess points (APs) or cells through already connected network in order to achieve
seamless connection. However, this scheme requires the support of the system-
level design such as the hardware configuration and the lower layer protocol de-
sign. The seamless vertical handoff scheme in [8] implements soft handoff based
on the stream control transmission protocol (SCTP). However, it needs also the
system-level design like [7] and the server should support two IP addresses for
the client.

In this paper, we propose a new video streaming method for VOD services
that provides seamless playout at the client in vertical handoff between the
WLAN and the 3G network without the system-level design. For seamless video
playout, the streaming server predicts the network status by using both the chan-
nel modelling and the client buffer status. The channel status is estimated by
using a two-state Markov model with parameters including the received signal
strength indicator (RSSI) in the WLAN and the pilot strength (Ec/Io) in the 3G
network. The client buffer status is estimated by analyzing the RTCP receiver
report (RR) and the application-defined packet (APP). Using the predicted net-
work status, the streaming server selects a proper video transmission method for
vertical handoff among pre-transmission, post-transmission, and frame-skipping
transmission.

The paper is organized as follows. In the next section, we describe the verti-
cal handoff scenario. The channel status prediction method including both the
channel modelling and the client buffer status estimation is explained in Section
3. Section 4 presents the proposed video streaming method for vertical hand-
off. Experimental results are presented in Section 5. Finally, our conclusions are
given in Section 6.

2 Vertical Handoff Scenario

Today’s wireless access networks consist of several overlapping tiers. The com-
bination of the 3G and WLAN technologies enables the internet access from
anywhere and anytime, thereby bringing benefits to both end users and ser-
vice providers. A horizontal handoff is defined as a handoff between base sta-
tions (BSs) that use the same type of wireless network interface. This is the
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traditional definition of handoff for homogeneous cellular systems. A vertical
handoff is defined as a handoff between BSs that use different wireless network
technologies such as the WLAN and the 3G network [2]. In our scenario, we
focus on the vertical handoff between the WLAN and the 3G network. Figure 1
shows the vertical handoff when the mobile station (MS) moves from location A
in the WLAN to location C in the 3G network. As the MS leaves the AP, the
strength of the beacon signal received from the AP weakens. If its strength is
decreased below a threshold value, the MS tries to connect to the 3G network
and starts synchronizing with the system to prepare the handoff.

Figure 2 illustrates the vertical handoff procedure in the heterogeneous net-
work where significant events have been pointed out. The trigger message indicat-
ing the handoff initiation for vertical handoff is transmitted to the server. Then,
the trigger message indicating the beginning of vertical handoff is transmitted
before vertical handoff. Finally, the client informs the server of the handoff com-
pletion. These trigger messages are generated by using the RSSI and Ec/Io. Note
that TI , TE , and TN , respectively, are the period for vertical handoff initiation,
the handoff latency, and the period for the packet retransmission.
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3 Channel Status Prediction Method

In this section, we explain the proposed channel status prediction method which
consists of the channel rate estimation and the client buffer prediction. Using
the predicted channel status, we can achieve seamless video streaming in vertical
handoff.

3.1 Channel Rate Estimation for Vertical Handoff

In the heterogeneous network, channel errors tend to occur in burst during chan-
nel fading periods and vertical handoff. The packet losses caused by channel er-
rors result in the quality degradation of streaming video. In order to reduce the
video quality degradation in vertical handoff, we first define a wireless channel
model. The wireless channel is modelled as a two-state Markov model. Using
the wireless channel model, we can develop a video streaming method for the
heterogeneous network, as we will discuss in Section 4.

Figure 3 shows the two-state Markov model for vertical handoff. This two-
state Markov model has two channel states, s0 and s1 where s0 and s1, respec-
tively, are the “good state” and “bad state”. The transition probabilities can
be obtained by the channel information such as the RSSI and Ec/Io measured
in the our experimental platform. When the channel is in state sn, n ∈ {0, 1},
the channel state goes to the next higher state or back to state s0 based on the
channel information. The transition probability matrix for the two-state Markov
model can be set up as

P =
[

1 − p0 p0
p1 1 − p1

]
. (1)

In the two-state Markov model with transition probabilities in Eq. (1), we
define the state probability πn(k|S(t)) as the probability that the channel is in
state sn at time k given the channel state observation S(t), where k > t. A
vector of state probabilities can be written as

−→π (k|S(t)) = [π0(k|S(t)), π1(k|S(t))]. (2)

s0 s11-p0

Good state
(No error)

Bad state
(Error occurs)

p0

p1

1-p1

Fig. 3. Two-state Markov model
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The initial state probability πn(t|S(t)) at time t can be set up as

∀n ∈ {0, 1},

πn(t|S(t)) =
{

1, if S(t) = sn,
0, otherwise.

(3)

In the Markov model, the state probabilities −→π (k|S(t)) at time k can be
derived from the state probabilities −→π (k − 1|S(t)) at the previous time slot and
the transition probability matrix P as

−→π (k|S(t)) = −→π (k − 1|S(t)) · P. (4)

By recursively using Eq. (4), channel state probabilities at time k, where
k > t , can then be calculated from −→π (t|S(t)) and P as

−→π (k|S(t)) = −→π (t|S(t)) · Pk−t. (5)

We consider the heterogeneous wireless channel, where each bandwidth pro-
vides the different data rates. Thus, we define the channel transmission rates R̄
as the number of bits sent per second as follows:

R̄ =
{

Rmax
w , for the WLAN,

Rmax
c , for the 3G network,

(6)

where Rmax
w and Rmax

c are the maximum channel rates in the WLAN and the
3G network. In our channel model, packets are transmitted correctly when the
channel is in state s0, while errors occur when the channel is in the other state
s1. Therefore, π0(k|S(t)) is the probability of correct transmission at time k. Let
C(k) be the future channel transmission rate where k > t. The expected channel
rate E[C(k)|S(t)] given the observation of channel state S(t) can be calculated
as

E[C(k)|S(t)] = R̄ · π0(k|S(t)). (7)

Finally, we define the wireless channel rate R̂ as follows:

R̂ = E[C(k)|S(t)]. (8)

3.2 Client Buffer Status Prediction

The client buffer status can be predicted by analyzing RTCP RR and APP at
the streaming server. Thus, the client buffer fill level, BC , is given by

BC =
HTSN∑

i=LPSN

Li, (9)

where Li is the size of the packet with the ith sequence number, HTSN is the
highest transmitted sequence number kept by the server, and LPSN is the last
played sequence number which is calculated by using the playout time [12]. The
playout time is calculated by using the fields the oldest buffered sequence number
(OBSN) and playout delay (PD) contained in the RTCP APP OBSN extension
as proposed by 3GPP-SA4 [13].
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4 Proposed Video Streaming Method for Vertical
Handoff

According to the vertical handoff scenario, the trigger message for the vertical
handoff initiation is generated when the client detects the need of vertical handoff.
The client transmits the triggermessage to the streaming server,where the channel
status is predicted. Then, the streaming server selects a proper video transmission
method for vertical handoffamongpre-transmission, post-transmission, and frame
skipping transmission by using the obtained channel information.

4.1 Pre-transmission

In the pre-transmission method, during the vertical handoff initiation period, TI ,
the streaming server transmits in advance all the frames that can be lost due to
the latency of vertical handoff, achieving seamless playout in the client without
packet losses. However, in order to perform the pre-transmission, the following
two conditions should be satisfied. First, to transmit in advance all the frames
during TI , the network should guarantee a sufficient channel rate as follows:

R̂ · TI > RC · (TI + TE) , (10)

where R̂E is the predicted channel rate at the beginning of the handoff initiation
and RC is the bitrate of the encoded bitstream. Next, the empty space of the
client buffer should be also sufficient for the pre-transmitted frames received
from the streaming server as follows:

Bmax
C ≥ BC + RC · (TI + TE) − μ, (11)

where Bmax
C is the maximum level of the client buffer, BC is the client buffer fill

level in Eq. (9) when the vertical handoff initiation trigger message is arrived at
the streaming server, and μ represents the sum of the length of packets to be
played during TI in the client buffer, that is given by

μ =
�f ·TI�∑

i=1

LLPSN+i, (12)

where �x� represents an integer part of x and f is the frame rate of the video
stream.

4.2 Post-transmission

In the post-transmission, the streaming server does not perform anything for ver-
tical handoff in advance and just re-transmits lost packets after vertical handoff.
In order to perform the post-transmission, the following two conditions should
be satisfied. First, the network should guarantee a sufficient channel rate for
re-transmitting lost frames after vertical handoff as follows:

R̂ · TN > RC · (TE + TN) , (13)
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where R̂ is the channel rate after vertical handoff that is predicted by the channel
model and TN is the period maintaining the channel rate, R̂. Note that the
condition (13) typically satisfies in the case that handoff is performed from the
low bandwidth network to the high bandwidth network. e.g. the 3G network to
the WLAN. Next, the client should keep sufficient frames to provide seamless
playout during vertical handoff as follows:

BC − μ ≥ 0, (14)

where μ represents the sum of the length of packets to be played during TE in
the client buffer, that is given by

μ =
�f ·TE�∑

i=1

LLPSN+i. (15)

4.3 Frame Skipping Transmission

The frame skipping transmission can be applied when the client buffer does not
have enough frames to be played during TE and the channel rate is also not suf-
ficient for pre-transmission and post-transmission. In order to maintain seamless
video playout, during TI , the streaming server transmits in advance some frames
that can be played in handoff latency. Thus, in order to perform frame skipping
while minimizing the video quality, the proposed method dynamically skips some
frames from all frames that will be assigned for TI +TE according to the number
of target frames. The maximum number of frames to be transmitted during TI ,
NT , is determined by

NT =
R̂

RC
· f · TI . (16)

However, if all NT frames are transmitted to the client, the client buffer overflow
may be produced. In order to prevent the client buffer overflow, the modified
next rate, R̂′, is determined by

R̂′ = min
(

max
(

R|Bmax
C ≥ BC +

R

RC
· TI − μ

)
, R̂

)
, (17)

where μ is defined as (12). Thus, the modified NT , N ′
T , is given by

N ′
T =

R̂′

RC
· f · TI . (18)

For the proposed frame-skipping method, we apply the dynamic frame skip-
ping (DFS) scheme according to N ′

T . In the proposed DFS scheme, the frame
activity, A, is used to determine whether a frame is skipped or not. If a frame
is skipped, the activity of the frame is added to the activity of the next frame.
If the accumulated frame activity is less than a certain threshold, T , the corre-
sponding frame is skipped. In the proposed method, we use the same activity
measure, A, as the complexity measure in MPEG-2 TM5 [14]:

A = B · Q̄, (19)
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where B is the number of generated bits in a frame and Q̄ is the average quanti-
zation parameter of a frame. By analyzing the encoded bitstream at the stream-
ing server, the activity measure, A, is calculated as Eq. (19). In the proposed
method, we apply the single threshold, T , to all frames that will be assigned for
TI + TE . In order to obtain optimal T , we define N(Tk) that means the number
of frames to be encoded when the single threshold is Tk:

N(Tk) =
N−1∑
i=0

I

⎛⎝∑
j∈Fi

Aj > Tk

⎞⎠, (20)

where Tk is the kth threshold in the range of (0, Tmax), I(x) is one if x holds,
and zero otherwise, N is the number of all frames for TI + TE, Fi is the frame
number set including frames from the next frame of the latest encoded frame to
the current ith frame, and Aj is the activity of the jth frame in the set Fi. Note
that

∑
j∈Fi

Aj means the accumulated activity of the ith frame. Thus, the optimal

threshold for the dynamic frame skipping, T , is determined by

T = {Tk |N(Tk) = N ′
T } . (21)

Using T , the proposed method determines optimal frames to be transmitted.
However, video quality will be degraded if selected frames are simply transmitted
without the consideration of frame-skipping. Thus, we transcode selected frames
to compensate motion mismatching and error drift and then transcoded frames
are transmitted to the client. Note that since vertical handoff does not occur
frequently, the processing load for transcoding is negligible.

5 Experimental Results

Many experiments have performed in the our experimental platform of Fig. 4 in
order to figure out the relationship between PLR and each radio condition: e.g.
RSSI in the WLAN and Ec/Io in the 3G network. Figure 5 shows the experimen-
tal result of the relationship between PLR and each radio condition. As shown
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WLAN

Gateway

RAN: Radio access network
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Multimedia 
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Fig. 4. Experimental platform
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(a) (b)

Fig. 5. Channel state determination: (a) PLR vs RSSI in the WLAN and (b) PLR vs
Ec/Io in the 3G network

in Fig. 5, the channel state transition of the proposed wireless channel model is
performed by experimental thresholds which are 35 of RSSI and 10.8 of Ec/Io.
Table 1 shows the transition probabilities by using the results in Fig. 5.

Table 1. Transition probabilities in the heterogeneous network

Probability WLAN 3G network
p0 0.1875 0.0455
p1 0.6667 0.4285

With the proposed wireless channel model, we have simulated vertical hand-
off according to the vertical handoff scenario to show the effectiveness of the
proposed video streaming method. The “Foreman” sequence with 300 frames of
QCIF format (176×144) is used in our experiments. The test sequence is encoded
to the H.263+ CBR bitstream of 128kbps with 30fps. For buffering simulations,
a 40KB client buffer is assumed and we specify an 1.25sec pre-buffering time for
playout.

In our vertical handoff simulations, there are three times transitions where
TI and TE, respectively, are 1sec. Each transition is described as follows:

Case 1) 3G → WLAN
The handoff process including the handoff initiation is performed from the
70th frame to the 130th frame. In this case, since each R̂ of the WLAN and the
3G network is not enough for the pre-transmission or the post-transmission,
the frame-skipping transmission is performed during TI where R̂ is 190kbps
and N ′

T is 44frames.
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Case 2) WLAN → 3G
The handoff process is preformed from the 140th frame to the 200th frame.
Since R̂ of the WLAN is high enough to transmit in advance all frames that
can be lost due to handoff latency and the client buffer has sufficient empty
space to receive all frames from the 140th frame to the 200th frame, the
pre-transmission is performed during TI .

Case 3) 3G → WLAN
The handoff process is performed from the 210th frame to the 270th frame.
Unlike the first case, in this case, since R̂ of the WLAN is high enough
to re-transmit lost frames after vertical handoff, the post-transmission is
performed during TN .

Figure 6 shows the PSNR performance of the proposed method in vertical
handoff based on the transition scenario as described before. In Fig. 6, “Non-
adaptive” means that the streaming server does not consider vertical handoff.
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The difference between “Proposed-FS” and “Proposed-DFS” is whether frames
are skipped dynamically or not. For the “Non-adaptive” case, every transition
produces tremendous quality degradation. On the other hand, the proposed
methods show that vertical handoff can be effectively overcome. In the first
transition, the proposed method based on DFS shows better visual quality than
the proposed method that skips frames just periodically. In the other transi-
tions, since all frames are transmitted successfully to the client by the pro-
posed pre-transmission and post-transmission methods, visual quality is main-
tained well without quality degradation. Figure 7 shows the client buffer fill
level of the proposed method. As shown in Fig. 7, despite of three times vertical
handoffs, the client buffer is maintained stably without the underflow caused
by vertical handoff and the overflow by overtransmission. Figure 8 shows the
throughput graph that is the result of the proposed method. It is seen that
R̂ is predicted well and each proposed method utilizes the channel bandwidth
effectively.

Note that the frame interpolation method can be applied easily to the result
of the proposed frame-skipping transmission method in order to conceal skipped
frames since skipped frames have high similarity compared with non-skipped
frames.

6 Conclusions

In this paper, we have presented a video streaming method for VOD services that
provides seamless playout at the client in vertical handoff. For seamless video
playout, the streaming server predicts the network status by using both the chan-
nel modelling and the client buffer status. The channel status is estimated by
the two-state Markov model by using the RSSI and the Ec/Io. The client buffer
status is estimated by analyzing RTCP RR and APP. Using the network status,
the streaming server selects the proper video transmission method for vertical
handoff among pre-transmission, post-transmission, and frame-skipping trans-
mission. Experimental results show that the proposed method provides seamless
video streaming in vertical handoff with both utilizing the channel bandwidth
highly and maintaining the client buffer stably.
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Abstract. CBR traffic models are commonly used in simulations to evaluate the 
performance of the adaptive video multicast protocols. However, more accurate 
traffic models, such as MPEG-4 FGS models, are necessary to simulate actual 
video traffic in performance evaluation of adaptive video multicast protocols. 
We first introduce Markov chain modulated first order autoregressive process to 
model the statistical properties of FGS layered video traffic, and then 
implement a layered rate control method based on the proposed FGS traffic 
model in NS-2. We then design three simulation experiments on RLM, each 
one adopting the proposed rate control method based on FGS model and one of 
three typical CBR layered traffic models respectively. The experiments reveal 
that the result of our scheme differs greatly from those of CBR schemes. Since 
our FGS model is more accurate than the CBR models, we suggest that layered 
rate control method based on FGS traffic model is more desirable in the 
simulations of adaptive video multicast protocols to get more fair and accurate 
evaluation results. 

1   Introduction 

Adaptive video multicast has become an essential component of many current and 
emerging distributed multimedia applications over the Internet, such as 
videoconferencing, distance learning and video streaming. In recent years, a lot of 
approaches [1-5] to adaptive video multicast have been proposed, addressing various 
issues and challenges. Among these solutions, layered video multicast scheme is 
considered as a promising technique to tackle heterogeneity problem efficiently and 
its representative protocols are RLM [1], FLID-DL [2], PLM [3] and HALM [4] and 
so on. The performance comparison and evaluation of fairness, scalability, stability 
and complexity to those protocols is very significant to confirm an adaptive strategy 
accommodating to applications’ demands. Owing to complexity and poor accuracy of 
analyzing model method, and high cost in time and money of real practical 
experiments, computer simulation is commonly considered as an economical and 
accurate approach to study and evaluate adaptive video multicast protocols. In many 
simulation tools of networking, the object-oriented simulator, NS-2 with good 
scalability and simple programming features, has become a widely used simulation 
tool for assessing the performance of layered video multicast protocols. 

Hui Wang, Jichang Sha, Xiao Sun, Jun Tao, and Wei He
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There are two fundamental issues we must address in simulation [6]: one is the 
simulation of traffic load offered by video sources, the other is the performance 
simulation of video multicast application. For the first problem, using video traffic 
record file (trace file of frame size) or video traffic model to generate layered video 
traffic is commonly acceptable. With better accuracy to reflect traffic characteristic of 
a fixed video source, trace files, however, are less scalable and flexible to reflect 
statistical characteristic of one kind of video traffic than video traffic models. So 
video traffic models are desired and appropriate choices to investigate and evaluate 
the performance of adaptive layered video multicast protocols in heterogeneous 
networking environment. 

For efficiently supporting adaptive delivery of video content over the Internet, 
scalable video coding has become a promising video coding technology, in which 
MPEG-4 SNR fine-granular-scalability (FGS) has been accepted as a factual standard 
of video codec for video streaming applications. FGS coding bitstream can be divided 
into a base layer and many FGS enhancement layers to support quality scalability 
where the base layer is elementary bitstream, and if the base layer is destroyed or lost, 
it can be recovered by means of error correction or error concealment, but due to 
serious network congestion, the widespread lost base layer data may affect the 
decoding of the enhancement layer bitstream, and finally induce a undesired video 
quality. So even if error control technology is adopted, the network bandwidth of the 
bottleneck link is demanded not to be lower than the average rate of FGS base layer. 
Because the FGS enhancement layers adopt bit plane coding technology, it becomes 
very easy to   achieve the ideal target rate by truncating the compressed bitstream 
arbitrarily with very fine granularity rather than to change the quantization step value 
in encoding phase. The flexible and simple scalable rate control method of FGS 
encoder is fit well to solve the adaptive video multicast problem in heterogeneous 
networking environment.  

The rest of the paper is organized as follows: Section 2 introduces the commonly 
used video traffic models in simulations for adaptive video multicast protocols. 
Section 3 presents a Markov chain modulated first order autoregressive process to 
model the statistical characteristics of the FGS scalable VBR traffic. In Section 5, we 
implement a layered rate control mechanism based on our proposed FGS video traffic 
model in NS-2, then show and compare how this model and three representative CBR 
layered traffic models have impacts on the performance of RLM protocol by 
simulation experiments. Section 6 concludes the paper. 

2   Traffic Model in Simulations for Layered Video Multicast 

2.1   Layered CBR Traffic Models 

Layered CBR traffic models are the commonly used in simulations for layered video 
multicast based on NS-2, including linear layered rate model, exponential layered rate 
model, and hyperbolic layered rate model and so on. This kind of model has few 
parameters and is easy to realize. The expression and contrast of these models are 
shown in Table1. 
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Table 1. Several kinds of layered CBR traffic models 

Linear layered rate  
model 

Exponential layered 
rate model 

Hyperbolic layered rate  
model 

Base Layer rate 0 32R Kbps= 0 32R Kbps= 0 100R Kbps=

The number of 
Layers N N N

Rate of i-th 
enhancement 

layer 
0( 1)* ,1iR i R i N= + ≤ < 0 * ,1i

iR R C i N= ≤ < 1
1, ,1 2

i
i i

R NR R iC
−

+ = ≤ <

Protocols or 
References 

Reference[7] RLM,FLID-DL,RLC Reference[7] 

Typical layered 
rate (Kbps) 

5N =
{32,64,96,128,160} 

RLM:{32,64,128,256,512},C=2 
FLID-DL*:{32,9,13,17,22},C=1.3 

RLC*:{32,32,64,128,256},C=2
{100,50,50,25,25},C=2 

Rate- 
adaptation 

Linear increase,  
Linear decrease 

Multiplicative 
increase Multiplicative 

decrease 

Inverse proportion increase, 
Inverse proportion decrease 

*: The rate of FLID-DL and RLC protocol is an accumulative layered rate 

To simulate and assess the congestion control methods for layered video multicast, 
Layered CBR traffic models borrow the idea of the congestion control in TCP in 
which the source rate is Additionally Increased and Multiplicatively Decreased 
(AIMD). Unfortunately, this simple model fails to reflect the nature of real video 
traffic, specifically, that the instantaneous traffic in each layer varies over time, and 
that there’s a high correlation between the instantaneous traffic in each layer. Hence, 
they are not real video traffic models.  

2.2   Abstract Universal Layered Traffic Model 

To capture statistical characteristic of layered video traffic (e.g. burst and correlation), 
an abstract universal layered traffic model [9] was proposed to evaluate layered video 
multicast protocol. The model relies on two parameters, A and P, where A is the 
average number of packets generated per interval, and P characterizes the packet 
distribution in the interval. When P = 1, the model produces CBR-traffic. As P 
increases, traffic becomes more bursty (VBR-like). This model can describe both 
CBR traffic and VBR traffic, so it is called universal layered traffic model. Just as 
previous layered CBR traffic models , this model is an abstract model, not capturing 
some statistical characteristics of a kind of video source coding, and is also not a real 
video traffic model. 

2.3   Single-Layer VBR Traffic Model 

Researchers have developed numerous traffic models for the single-layer VBR video. 
Among those models, first order autoregressive model-AR(1) [8] is usually used to 
model video source traffic in video conferencing system , Markov chain [8]is used to 
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model the switch characteristic of changing video scenes while TES model can 
precisely capture distribution of VBR traffic and autocorrelation statistical 
characteristics and so on. Through analysis and comparison among these models, 
AR(1) has such few parameters gotten easily that it is usually used to model the video 
traffic of non-change or few-change scenes, and for the trouble of parameterization 
and the complexity of modeling process, TES tool has seldom been used in modeling 
multi-layer video traffic although it has been proposed to model single-layer MPEG-4 
video traffic [10]. 

Besides three familiar traffic models above, some other methods can also be used 
to model layered VBR traffic, such as On/Off model [7]. Nevertheless, to our 
knowledge, a complex source traffic model for scalable MPEG-4 FGS coding has not 
been used in existing studies. 

3   Modeling FGS Video Traffic  

3.1   Basic Modeling Idea 

An whole video sequence can be divided into many different scenes which can be 
further divided into many sequential frames with almost similar background. In one 
scene, the sizes of the same kind of frames show some similarity because the 
background image and the foreground moving objects change with a low frequency, 
so the video traffic generated by the same kind of video frames can be 
approximatively treated as a stationary stochastic process. Furthermore, all scenes can 
be clustered to a small number of classes according to their traffic statistical 
characteristics, then, the changing characteristics of these scene classes can be 
analyzed and finally modeled using one modeling method.  

The modeling methods and results will be present briefly in the following sections. 

3.2   Generate Trace File of FGS Coding 

We use Microsoft MPEG-4 FGS (version 2.2.0) codec to compress the movie 
“Jurassic I” with the configure parameters in Table 2, and generate a trace file. 

 Table 2. Parameters of FGS coding  

Parameters Video 
format 

YUV 
format 

Total 
frames 

Frame 
rate 

scalability GoP 
period 

I frame 
quantization 

step  

P frame 
quantization 

step  

B frame 
quantization 

step 

Values CIF 420 27984 30 
Quality 

scalability 
12 10 14 16 

3.3   Video Scenes Segmentation  

After getting the trace file of the FGS coding, we adopt the difference check scheme 
to segment video scenes. Suppose that the sizes of continuous GoPs in the same scene 
should be close, namely, if the difference between two sizes of continuous GoPs 
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exceeds a given threshold, a scene switch will be considered happened. As the 
definition of the scene in base layer is consistent with one in FGS enhancement layer, 
this paper only uses the GoP video sequence in base layer for scenes segmentation. 
After calculating the size of each GoP in the base layer, the video sequence then have 
been segmented into 118 scenes, and it has been found that the duration of each scene 
approximately obeys geometric distribution [11]. 

3.4   Video Scenes Clustering 

After segmenting video scenes, we use the mean value of each scene as clustering 
criterion, namely clustering scenes with close mean values into one class by running 
the K-means clustering algorithm. 118 scenes are clustered into 4 classes which are 
denoted as class 1, 2, 3, 4 respectively. The clustered scenes sequence is denoted as 
{33131223212231421132123111111411121321123323213222222222123122222224
21111122111132412241111233333323232223233344444422}. 

3.5   Video Scene Modeling 

For every class of scenes, one representative scene is chosen to be decomposed to 6 
sub-sequences: I frame, P frame, B frame in base layer and I frame, P frame, B frame 
in FGS enhancement layer, each of which can be modeled as AR(1) respectively. 
Then, we use MATLAB to calculate the mean, the self-covariance and the variance of 
each 6 sub-sequences, and then get AR (1) coefficient a b and  which are shown in 
Table 3. The detailed formula and calculating procedure have been illustrated in our 
work [11]. 

Table 3. AR (1) Model Parameters Table

Jurassic Park I Class 1 Jurassic Park I Class 2

Jurassic Park I Class 3 Jurassic Park I Class 4
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3.6   Video Scene Switch 

For simulating the switch of the video scenes, we introduce Markov chain states to 
model the 4 classes of scenes, and the AR (1) model will generate simulated video 
sequence for each state. The video scene switch will be confirmed by the 
transformation probability between the states. Suppose that ijp is transformation 

probability from the state i  to the state j , then, 

( )

( )
i j

ij
j

number State State
p

number State Other

→
=

→
 

To get the transformation probability, we count the number of transformations of 
all kinds of states along the clustered video scenes sequence described in sect.3.4. 
After calculating, the probability vector for generating all 4 classes of scenes  
is [0.3051 0.3729 0.2203 0.0932]p = , further, the one step transformation 

probability matrix is gained as follow:  

1 0.5287 0.2778 0.1389 0.0556

2 0.2045 0.4773 0.2500 0.0682

3 0.1923 0.4231 0.3462 0.0385

4 0.2727 0.2727 0 0.4545

π =  

3.7   Verification for FGS Video Traffic Model 

To verify the availability of the proposed FGS model, we have compared the traffic 
generated by the trace file described in sect. 3.2 with the one generated by our 
proposed FGS model, then find that the simulated traffic can be well fit the real one in 
terms of the sizes of video frames, the probability distribution and the auto-correlation 
function. Furthermore, we introduce the both traffic into NS-2, and run a video 
streaming simulation scenario based on Client/Server mode, then, simulation results 
reflect that tested packet loss radios and system throughputs induced by both traffic 
are almost close, which sufficiently verify the availability of our proposed FGS video 
traffic model [11]. 

For the lack of space, we introduce here only the methods and results of modeling 
FGS video traffic from the sect. 3.1 to 3.7. Interested readers may refer to our work in 
[11] for completed modeling procedure and verification simulations.       

4   Simulations for Layered Video Multicast Base on FGS Video 
Traffic Model 

On one hand, the FGS video traffic model can improve the accuracy of the 
simulations for adaptive video multicast protocols, such as RLM, FLID-DL, PLM, 
etc.; on the other hand, it can also evaluate layered rate control scheme base on FGS 
video traffic model. 

H. Wang et al.



 MPEG-4 FGS Video Traffic Model and Its Application in Simulations 89 

4.1   Layered Rate Control Scheme Base on FGS Video Traffic Model 

As a scalable video codec, the range of FGS rates may be denoted as min max( , )R R

where the value minR  corresponds to the bit rate under which the received video 

quality would not be acceptable, and maxR  to the rate above which there is no 

significant improvement of visual quality. Because the base layer must be transmitted, 
we only focus on the rate control of enhancement layers. In order to adapt to the 
dynamic bandwidth, the rate of enhancement layer can be changed in the range from 0 
to max min( )R R− . The ideal goal of rate control is to try best effort to make the rate of 

generated video traffic almost be a  constant rate under the condition of receiving the 
best video quality.  The base layer of FGS is VBR stream, and after using the rate 
control scheme to truncate the enhancement layer, the rate of multi-layer FGS traffic 
can be controlled as semi-CBR. Hence, we implement a layered rate control scheme 
in NS-2, which is shown in Fig. 1. 

0 1 1{ , ,..., }LR R R −

minR

'
0R

1R

1LR −

Fig. 1.  Layered rate control scheme base on FGS traffic model

(1) Given that the rates of L layers traffic are needed to be generated for a layered 
video multicast application, which are denoted as 0 1 1 0 min{ , ,..., },LR R R R R− > ,

0 1 max,... 1 1iR R R R i L+ + + ≤ ≤ ≤ − .

(2) As shown in Fig. 1, the layer with the rate value 0R  is divided into two new layers 

where the first layer corresponds to FGS base layer with the rate minR  generated by 

FGS traffic model, and the second layer corresponds to the 1st enhancement layer 
with the rate '

0R where '
min 0 0R R R+ ≈ . 1 1,..., LR R − represents the average rate of the 

2nd to the L-th enhancement layer respectively. So the number of actually generated 
layers is L+1. 
(3) We adopt the FGS traffic model to generate the traffic of the I, P, B frame and 
introduce a rate control scheme. The base layer of all frames should be transmitted 
totally, and the truncation scheme of the 1st enhancement layer of all frames is to 
firstly allocate the rate 0R  averagely to all GoPs in per second, then, to calculate the 

result of the target rate allocated to every GoP minus the sum of the base layers rate in 
the GoP. If there are bandwidth remains, the residual rate will be allocated into each 
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frame of the GoP averagely which can generate the 1st enhancement layer with the 
rate '

0R . This allocation scheme is not the rate-distortion optimal one, but our video 

traffic model can easily support the rate allocation scheme based on optimal rate-
distortion. 
(4) The rates from the 2nd to the L-th enhancement layers are directly allocated from 
the traffic generated by our FGS model to match the demanded rates. 

4.2   Simulation Experiments 

1.   Simulation Scenario and Objectives 
The topology of the simulation experiments is shown in Fig. 2. We use a single video 
session with FGS or CBR traffic as source across the bottleneck link (between router 
R1 and R2) with 1 Mbps of bandwidth and 10 milliseconds of delay. Each exterior 
link is set to 10 Mbps of bandwidth and 10 milliseconds of delay. We start the 
multicast source at time 0 and start its sink running RLM protocol after 3 seconds. At 
time 50 seconds, we start a CBR source sharing over the bottleneck link at rate 500 
Kbps to use half of the bottleneck bandwidth. At time 100 seconds, we increase the 
rate of the CBR source to 750 Kbps and leave 250 Kbps available bandwidth for the 
multicast session. At time 200 seconds, we decrease the rate of the CBR source to 250 
Kbps and leave 750 Kbps available bandwidth for the multicast session. The 
simulation is run for 300 seconds. 

Fig. 2. The topology of the simulation experiments 

We have done three groups of simulations, each of which is consisted of two 
simulations with one FGS layered traffic and CBR layered traffic respectively, the 
grouping is showed in Table 4..  

Through the three groups of the simulations, the objective is to investigate 
difference on fast convergence, packet loss ratio, RLM throughput of FGS model and 
CBR models when the available bandwidth changes during a session. 

Table 4. Three groups of simulations 

Groups CBR model(Kbps) FGS model(Kbps) 
1st group CBR-Linear (CBR-1) {250,280,310,340,370} FGS-1 {530,310,340,370} 
2nd group CBR-Exponential(CBR-2) {250,75,98,127,165},C=1.3 FGS-2 {325,98,127,165} 
3rd group CBR-Hyperbolic (CBR-3) {250,125,125,63,63} FGS-3 {375,125,63,63} 

2.   Analyses of the Simulation Results 
The FGS base layer will divide into two VBR streams according to the above layered 
rate control scheme base on the FGS traffic model. The two streams are new base 
layer and new 1st enhancement layer where The base layer average rate is 247kbps. 
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    In Fig.3, Fig.4 and Fig.5, graphs of the RLM throughput against the simulation 
time are plotted. The detailed simulation results of convergence time, packet loss ratio 
and RLM average throughput are showed in Table 5. 

Fig. 3. Comparison of RLM Throughput with CBR-Linear Layers and FGS-1 Layers 

Fig. 4. Comparison of RLM Throughput with CBR-Exponential Layers and FGS-2 Layers 

From the results,  the changing curves of the two RLM throughputs in each group 
have great difference, specially existing at the 3rd and 4th phases. Because the 
bottleneck link bandwidth is decreased to 250Kbps at the 3rd phase, only base layer 
(1st and 3rd groups) can be transmitted through the bottleneck link. The FGS base 
layer is VBR stream, and its burst traffic characteristic distinguishes from any one of  
CBR stream. This difference further affects the RLM throughput at the 4th phase. 

As listed in table 5, the simulation results show that the packet loss ratio of FGS 
traffic is lower than CBR traffic at the 2nd phase in the 2nd and 3rd experiment 
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groups, and is higher at the 3rd and 4th phases in all experiment groups. Anyhow, 
when bottleneck link bandwidth is more than the total rate of the first two FGS VBR 
layers, the  performances  of  RLM  protocol  with  FGS  model  and  CBR  model are 
almost the same. Otherwise, they will have great difference. Hence, there will be error 
if using any one of the three CBR traffic models to simulate the FGS layered traffic, 
and we suggest that the layered rate control scheme based on our proposed FGS 

 

Fig. 5. Comparison of RLM Throughput with CBR-Hyperbolic Layers and FGS-3 Layers 

Table 5. The comparison of three simulations’ results 

1st  Group 2nd  Group 3rd  Group 
Evaluation metrics 

CBR-1 FGS-1 CBR-2 FGS-2 CBR-3 FGS-3 

Metric-1 41 41 40 31 42 42 

Metric-2 0.08% 0.3% 0 0 0 0 

1st   
Time 
phase  

Metric-3 562 654 449 428 401 444 

Metric-1 16 17 21 15 10 29 

Metric-2 11.3% 11.9% 11.2% 8.4% 9.5% 7% 

2nd  

Time 

phase  Metric-3 519 520 513 506 509 511 

Metric-1 18 58 60 39 20 53 

Metric-2 6.9% 11.5% 18% 20.2% 16.9% 18.6% 

3rd  

Time 

phase Metric-3 262 205 281 290 282 267 

Metric-1 45 89 75 10 53 67 

Metric-2 0.04% 0.04% 0 0.09% 0 0 

4th  

Time 

phase Metric-3 409 503 416 620 485 385 
Metric-1: Convergence time (seconds), Metric-2: Loss ratio, Metric-3: Average throughput (Kbps) 
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traffic model will generate more accurate and significant results in evaluation the 
performance of adaptive video multicast protocols. 

5   Conclusions 

This paper proposes a FGS video traffic model, implements a layered rate control 
method based on this model, and compares this method with three representative CBR 
layered traffic models in terms of impacts on RLM protocol performance. By 
comparisons of simulations, we find that when the bottleneck link bandwidth is lower 
than the sum of the first two VBR traffic average rate, there are greater diversities to 
the RLM protocol performances with the three CBR layered traffic model and our 
FGS layered traffic model respectively. So we suggest that layered rate control 
method based on FGS traffic model is more desirable in the simulations of adaptive 
video multicast protocols to get more fair and accurate evaluation results. 

Next step, we will employ the layered rate control method based on the FGS traffic 
model to evaluate more performances (e.g. fairness) of more adaptive video multicast 
protocols (e.g. PLM and FLID-DL) . 
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Abstract. Real-time multimedia applications are usually played back
many times. For those applications, the distribution of actual execution
time is no longer unknown from the second playback. In this paper, we
propose a novel dynamic voltage scaling (DVS) algorithm, called CLDVS,
for scheduling real-time multimedia applications. In order to minimize
energy consumption, CLDVS determines the processor’s operating fre-
quency and supply voltage using the distribution of actual execution time
during a time interval at the beginning of the interval. For that, all active
tasks in the time interval are identified and incrementally placed on the
time vs. scaling factor space in order to reduce variations of the scaling
factor for minimum energy consumption. Simulation experiments show
CLDVS achieves enormous energy savings and outperforms the existing
DVS algorithms with different dynamic workload characteristics.

1 Introduction

Real-time processing is used to control various complex systems containing tasks
which have to complete execution within strict time constraints, called deadlines.
If meeting time constraints is critical for the system operation, then the deadline
is considered to be hard. If missing one or a few deadlines degrades the overall
performance but causes no serious damage, then the deadline is considered to
be soft.

Recently there has been a rapid and wide spread of battery-powered mobile
computing platforms for hard real-time multimedia processing, such as portable
DVD players and MP3 players. Compared to traditional multimedia systems,
energy consumption is a major concern due to the available battery life for
those devices. The operating system therefore should manage system resources,
such as the CPU, in an energy-efficient manner.

Dynamic Voltage Scaling (DVS) is a common technique to reduce CPU en-
ergy consumption [1, 2, 3, 4, 5, 6]. It exploits the characteristics of CMOS logic
circuits: the maximum operating clock frequency is proportional to the supply
voltage, and the energy dissipated per cycle scales quadratically to the supply

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 94–104, 2005.
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voltage (E ∝ V 2) [7]. The major goal of DVS is to reduce energy consumption
as much as possible without degrading application performance. Therefore, DVS
for real-time multimedia systems should scale the supply voltage and operating
clock frequency while still meeting the real-time constraints.

Generally real-time tasks are specified with worst-case computation require-
ments. However, their actual execution times are much less than the worst-case
values for most invocations. [8] reports that the ratio of the worst-case execution
time to the best-case execution time can be as high as 10 in typical applica-
tions. In most real-time application areas, before a task finishes, its actual com-
putation requirements are unknown. Thus, most existing DVS researches have
concentrated on utilizing the difference between worst-case and actual execution
times.

Meanwhile, multimedia files have a frame-based structure. Thus, multimedia
processing is carried out on a frame-by-frame basis, every invocation yielding
a variable amount of actual execution requirement. Unlike traditional real-time
applications, however, real-time multimedia applications are usually played back
many times. For example, we repeatedly listen to an MP3 audio file, and watch
an MPEG movie several times. Thus, if we store workload information of ev-
ery frame in the files to somewhere, the information can be used to efficiently
schedule the tasks from the next playback.

1.1 Related Work

Recently, significant research and development efforts have been made on DVS
techniques. We can categorize the DVS techniques into three classes: (i) relying
on average processor utilization at periodic intervals [9, 10], (ii) using application
worst-case execution times [2, 6], and (iii) using application actual execution
times [1, 2, 3, 4]. The first algorithms adjust the processor clock frequency to
average of the current processor load. Although the algorithms result in large
energy savings, they are inappropriate for real-time applications. The second
algorithms schedule tasks by using the worst-case total processor utilization.
Thus, they are unsuitable for multimedia applications due to highly irregular
actual computation demands.

The third algorithms correspond to DVS in a real-time system’s perspective.
They can be further categorized into two classes: intra-task DVS and inter-
task DVS. Intra-task algorithms adjust the processor frequency scaling factor
within the boundaries of a given task. Considering the actual execution time
is smaller than the worst-case execution time, they reduce processor speed as
low as possible when a task is dispatched, and gradually accelerate speed to
meet real-time constraints. On the other hand, inter-task algorithms determine
the scaling factor at task arrival or completion times. Thus, they less frequently
change processor speed than the former ones.

Gruian [1] proposed a DVS framework for hard real-time tasks with fixed
priorities. It targets energy consumption reduction by using both on-line and
off-line decisions, taken both at inter-task and intra-task levels. For that, it
employs stochastic data to derive energy efficient schedules.
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Pillai and Shin [2] proposed two inter-task DVS algorithms: Cycle-Conserving
EDF (ccEDF) and Look-Ahead EDF (laEDF). The algorithms are based on up-
dating and predicting the instantaneous utilization of the periodic task set. While
the former initially assumes the worst case and executes at a high frequency un-
til some tasks complete, the latter defers as much work as possible, and sets
the operating frequency to meet the minimum work that must be done now to
ensure no remaining tasks violate their deadlines.

Aydin et al. [3, 4] proposed a reclaiming algorithm (DRA) and a speculation-
based algorithm (AGR). These two inter-task algorithms compare the actual
execution history and the worst-case schedule, and then calculate the earliness
of the dispatched task to reduce the processor clock frequency. The earliness
is computed by using a simple data structure, called α-queue, which totally
orders tasks by an extended EDF ordering scheme, called EDF* policy. The
later algorithm speculatively assumes that the actual execution time will most
probably smaller than the worst-case execution time; and adjusts speed based
on the expected workload.

1.2 Paper Organization and Contribution

In this paper, we propose a novel DVS algorithm for real-time multimedia appli-
cations called CLDVS. It is based on the fact that the actual execution require-
ments of the real-time tasks processing multimedia files are no longer unknown
after the files are played once. The key idea is that each task executes at the
lowest attainable frequency/voltage level by using known actual computation
requirements, while guaranteeing feasible execution of all upcoming tasks. In
order to minimize energy consumption, CLDVS determines the processor’s op-
erating frequency and supply voltage using the distribution of actual execution
time during a time interval at the beginning of the interval. For that, all active
tasks in the time interval are identified and incrementally placed on the time
vs. scaling factor space in order to reduce variations of the scaling factor for
minimum energy consumption. Simulation experiments show CLDVS achieves
enormous energy savings and outperforms the existing DVS algorithms with
different dynamic workload characteristics.

We consider a preemptive hard real-time system in which real-time tasks are
scheduled under the earliest-deadline-first (EDF) algorithm [11]. We assume an
ideal processor in which the clock frequency and the supply voltage can be changed
continuously within its operation range [fmin, fmax] and [Vmin, Vmax]. We also as-
sume the processor clock frequency and supply voltage are always scaled with the
same processor speed scaling factor α, 0 ≤ α ≤ 1, i.e. α ≡ f/fmax = V/Vmax, and
fmin = Vmin = 0.

In [2, 4, 6, 12], some kind of clairvoyant DVS algorithms, which utilize the
actual execution time, are considered for performance comparison. However,
those algorithms can hardly consider any timing constraints of real-time tasks.
Thus, they just provide simple unrealistic lower bounds and are not applicable
to schedule hard real-time tasks.
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Table 1. Used notation

Notation Meaning
α the voltage/frequency scaling factor
τi the i-th task
di the relative deadline of τi

pi the period of τi

pmax the largest period of the given task set (def= maxn
i=1 pi)

Ci the worst-case execution time of τi without scaling (i.e., when α = 1)
τij the j-th job of τi

rij the release time of τij (≡ pi · (j − 1))
dij the deadline of τij (≡ rij + di)
eij the actual execution time of τij without scaling

Rij(t) the remaining execution time of τij at time t without scaling

This paper is organized as follows. In the next section, details of the CLDVS
algorithm and an illustrative example are presented. Simulation results are given
and analyzed in Section 3. Section 4 concludes the paper with a discussion of
practical issues and future works.

Although we will explain used notations when we first introduce them, they
are summarized in Table 1 for readers’ convenience.

2 The CLDVS Algorithm

In this section, we propose the CLDVS algorithm. This study is based on the
classic periodic real-time task model in [11]. In the model, there is a set of
tasks T = {τ1, τ2, · · · , τn}, where each task τi is defined by a period pi, and a
worst-case execution time (WCET) Ci. The relative deadline di of the task τi is
equal to pi, and each task starts at time 0. All tasks are fully preemptive and
independent, i.e. each task can be preempted anytime and does not depend on
the initiation and completion of other tasks. The periodically released instances
of a task are called jobs. The j-th job of τi, τij , is released at time rij(≡ pi ·
(j − 1)) and has to be completed until time dij(≡ rij + di = pi · j). Thus τij

must be completed before τij+1 releases. The hyperperiod of the task set is
defined as the least common multiple of pi’s. The scheduling result within a
hyperperiod does not affect others. Thus, in this paper, we will only consider
schedules during a hyperperiod. In addition to this traditional model, we assume
the actual execution time of a job is already known before it releases in this paper.
The actual execution time of τij is denoted as eij . The remaining actual time of
τij at time t is denoted as Rij(t).

In CLDVS, the frequency and voltage scaling factor during a time interval,
called lookup window, is calculated at the beginning of the time interval. The
length of the lookup window can be arbitrarily determined. In this paper, it is
set to the largest period pmax of the given task set. Fig. 1 shows the proposed
algorithm. When a job τij is released, the function Calculate α(rij) is called.
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WhenRelease(τij)
α = Calculate α(rij);
SetFrequency(α);

Calculate α(t)
// Let τca be the current job.
// Let Q be the ready queue of the operating system.
// Let L be the list of unreleased tasks.
// Let Ψ be the scaling table. Ψ(t) returns the scaling value at time t.
// Let W be the active work set.
α := Ψ(t);
if α < 0 then // alpha has not been calculated before

W := {〈τca, t, dca, Rca(t)〉};
foreach job τkb ∈ Q

W := W ∪ {〈τkb, t, dkb, Rkb(t)〉};
foreach job τkb ∈ L such that t < rk < t + pmax

W := W ∪ {〈τkb, max(t, rkb), min(dkb, t + pmax),
lkb(max(t, rkb), min(dkb, t + pmax))〉};

sort W in ascending order of (wt − wf ), w ∈ W ;
Ψ := ∅;
foreach work 〈wID, wf , wt, wl〉 ∈ W

Ψ [wf , wt] ⇐ wl;
α := Ψ(t);

endif
return α;

Fig. 1. The CLDVS algorithm

If the scaling factor α at that time has not been determined before, the scaling
table Ψ is constructed.

First, the workload description of each active job in [t, t + pmax], which has
been released before t+pmax but not completed until t, is inserted into the active
work set W . A work w is characterized by a tuple 〈wID, wf , wt, wl〉, which means
workload wl of the job wID has to be executed in [wf , wt]. The inserted works
include (i) the current job τca, (ii) the jobs in the ready queue Q at time t, and
(iii) the jobs, which will be released in [t, t + pmax]. In the first two cases (i) and
(ii), all remain workloads should be executed in [t, t+pmax], since the jobs’ dead-
lines are earlier than t+pmax. However, in the last case (iii), some jobs may have
deadlines later than t+pmax. Then, the only part of workloads has to be assigned
in [t, t + pmax]. lkb(tu, tv) denotes the partial workload of the job τkb in [tu, tv].

Then, in order to consider the most time-restricted works first, the works
are sorted in ascending order of the lengths of their time ranges. Finally, the
scaling table Ψ is constructed by incrementally adding works in W . At this
time, to reduce the energy consumption, each work is assigned into the least
loaded time zones first, then the next least loaded time zones, and so on. After
Ψ is constructed, the operating frequency and the supply voltage are scaled
according to the scaling factor α at time t. The overall time complexity of the
algorithm is O(n2 log n) due to the last foreach statement, where n = |W |.



Dynamic Voltage Scaling for Real-Time Scheduling of Multimedia Tasks 99

Table 2. An example task set

Task Period Worst-case Execution Actual Execution Time
(i) (pi) Time (Ci) ei1 ei2 ei3 ei4 ei5 ei6

1 20 10 2 4 3 3 10 2
2 40 10 4 6 3 - - -
3 60 10 10 3 - - - -

2.1 An Illustrative Example

Consider a task set in Table 2. The hyperperiod of this task set is 120 (=LCM(20,
40, 60)). Fig. 2(a) shows the scheduling result generated by CLDVS. Since the
length of the lookup window is 60 (= pmax), the scaling table Ψ is constructed
at t = 0 and t = 60.

At t = 0, W = {〈τ11, 0, 20, 2〉, 〈τ12, 20, 40, 4〉, 〈τ13, 40, 60, 3〉, 〈τ22, 40, 60, 3〉,
〈τ21, 0, 40, 4〉, 〈τ31, 0, 60, 10〉}. Note that half of e22 is assigned in [40, 60], since
τ22 can be executed during [40, 80]. The rest will be used in the next lookup

Fig. 2. Example schedule by CLDVS
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window. Then, as shown in Fig. 2(a), the scaling table Ψ is constructed by
repeatedly placing works in W . Note that, since the previous workloads placed
in [0, 20] and [20, 40] were different, 〈τ21, 0, 40, 4〉 is placed so that the two time
zones become equally loaded. 〈τ31, 0, 60, 10〉 is also placed in the same way. Since
the workloads are evenly distributed in [0, 60], the resulting schedule is power
optimal.

At t = 60, W = {〈τ14, 60, 80, 3〉, 〈τ15, 80, 100, 10〉, 〈τ16, 100, 120, 2〉, 〈τ22, 60,
80, 3〉, 〈τ23, 80, 120, 3〉, 〈τ32, 60, 120, 3〉}. As shown in the figure, the scaling factor
in [80, 100] is much larger than those in the other time intervals. However, since
〈τ15, 80, 100, 10〉 has to be executed just in [80, 100], there is no way to reduce
the scaling factor in [80, 100]. Thus, the resulting schedule in [60, 120] is also
power optimal.

Despite the fact that the above two adjacent schedules are power optimal
in their own time ranges, the total schedule in [0, 120] is not power optimal.
Fig. 2(b) shows the optimal schedule. The optimal schedule is different from the
one by CLDVS. The length of the lookup window does not cause this. Actually,
although the size of the lookup window is equal to the hyperperiod, CLDVS gen-
erates exactly the same schedule in this example. Until the workloads of τ21, τ22,
and τ23 are placed, CLDVS produces the optimal result. On placing the work-
loads of τ31 and τ32, the average workload of the time interval [0, 60] becomes
larger than that of [60, 120]. For the power optimal schedule, part of workloads
of τ22 in [40, 60] should be moved to [60, 80]. This means that adding a new
workload can change the previous placement of workloads. At the worst-case a
newly added workload can affect all the existing placements. Moreover, consider-
ing the hyperperiod is generally much longer than pmax, the optimal scheduling
algorithm is quite unrealistic. The result given in Fig. 2(a) just provides the
scaling factor. Actually, the tasks are scheduled by EDF. Fig. 2(c) shows the
actual schedule.

3 Simulation Results

In order to evaluate the potential energy saving from voltage scaling in a
multiply-reproducible real-time multimedia task scheduling, we have developed
a simulator for the operation of hardware capable of voltage and frequency scal-
ing. Also, we implemented the ccEDF [2], DRA [3, 4], and CLDVS algorithms
for performance comparison.

The ccEDF and DRA algorithms are devised for scheduling traditional real-
time task sets. They assume actual execution time is always unknown, and can-
not produce higher performance than CLDVS, which utilizes actual execution
time. Thus, the comparison is quite unfair in this sense. However, since there
are no comparable ones, we compare the performance of CLDVS with those of
the algorithms.

The simulation assumes that a constant amount of energy is consumed for
each cycle of operation at a given voltage and frequency level. Only the energy
consumed by the processor is computed, and variations due to different types
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of instructions executed are not considered. The simulator takes as input a task
set, specified with the release time, deadline, and the actual execution time of
each task. We also assume an ideal machine in that (i) the clock speed and the
supply voltage can be adjusted in continuous levels with no switching overhead;
(ii) a perfect software-controlled halt feature is provided by the processor, so idle
time consumes no energy.

The power consumption for CMOS logic circuitry is dominated by dynamic
power dissipation Pd, which is given by: Pd ∝ V 2

dd · f , where Vdd is the supply
voltage, and f is the operating clock frequency [7]. As mentioned earlier, Vdd

and f are always scaled with the same scaling factor α in this paper. Therefore,
the processor power consumption, P , can be formulated as: P = k · α3, where k
is a constant.

The periodic real-time multimedia task sets are generated randomly as fol-
lows. Each task has an equal probability of having a short (1-10ms), medium
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(10-100ms), or long (100-1000ms) period. Within each range, task periods are
uniformly distributed. The computation requirements of the tasks are randomly
assigned using a similar 3 range uniform distribution. The actual computation
requirements follow a uniform probability distribution, where the mean is set to
load ratio × WCET. Finally, the task computation requirements are scaled by a
constant chosen such that the total processor utilization becomes a given value.

First, to see how the worst-case utilization of the task set affects the perfor-
mance of CLDVS, the load ratio is fixed to 0.5, while changing the worst-case
total utilization from 0.1 to 0.9 in increments of 0.1. Fig. 3 shows the energy con-
sumption for task sets with 5, 10, and 15 tasks for ccEDF, DRA, and CLDVS.
For every case, the average energy consumption of 10 task sets is measured,
and those of the non-DVS approach normalize the results. As expected, CLDVS
outperforms others in all simulations. Since ccEDF and DRA always have to
consider the worst-case situation, they cannot reduce the processor speed to a
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great extent. However, CLDVS drastically lowers the scaling factor using infor-
mation on the actual execution time of each job. The performance enhancement
becomes larger as the utilization increases.

Secondly, to determine the effects of the load ratio on the performance of
CLDVS, we have performed simulations while varying the load ratio. As shown
in Fig. 4, we observe that (i) every algorithm reduces energy consumption as the
load ratio decreases and (ii) processor’s energy consumption can be drastically
reduced by use of CLDVS. The performance gap between CLDVS and others
also becomes much larger as the load ratio decreases 1.

4 Conclusion

In this paper, we have presented a novel dynamic voltage scaling algorithm for
multiply-reproducible real-time multimedia applications. While the most exist-
ing traditional DVS algorithms assume the actual execution time of a task is
unknown before the task completes, the proposed algorithm does not leave it as
an unrevealed value and utilizes the knowledge to further lower the processor
clock frequency and supply voltage. Simulation results show that the proposed
algorithm achieves much larger energy savings than existing DVS algorithms.
Also, the performance gap becomes much larger as the worst-case utilization of
the task sets increases and the ratio between the average actual execution time
and the worst-case execution time decreases.

The proposed algorithm can be applied to various battery-powered portable
devices executing multimedia applications. The algorithm extends battery life
of the devices and reduces heat generation. For example, consider a portable
DVD player accompanied with a battery which claims to provide two hours of
playback. Generally, it plays just one DVD title without recharging the bat-
tery. However, if we retrieve actual execution time information of DVD titles
beforehand, it can play more DVD titles. Since the information only needs to
specify the actual execution time of each frame in the DVD titles, its size will
be small. The information would be cached in the flash memory of the DVD
player.

We assumed the exact actual execution time of a task is measured before-
hand. However, the actual execution time can slightly vary on the same hardware
platform due to the effects of cache and other hardware. The difference can cause
violation of some hard real-time constraints. In order to avoid this problem, one
can use the worst-case actual execution time. In the future, we would like to in-
vestigate the effects of the difference. By the way, as opposed to our assumption,
commercial variable voltage processors, e.g. Transmeta Crusoe [14] and Intel
XScale [15], only have several discrete scaling levels. Expanding this work to the
real hardware platform is also our future inquiry.
1 As opposed to the research results in [3, 4], DRA outperforms ccEDF only when the

load ratio is very high. We suppose that this is caused by the high irregularity of
periods and utilizations of tasks in the experimented task sets. When we use lesser
irregular task sets, DRA outperforms ccEDF. [13] reports a similar result.
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Abstract. Differentiated-services model has been prevailed as a scalable solu-
tion to provide quality of service over the Internet. Many researches have been 
focused on per hop behavior or a single domain behavior to enhance quality of 
service. Thus, there are still difficulties in providing the end-to-end guaranteed 
service when the path between sender and receiver includes multiple domains. 
Furthermore differentiated-services model mainly considers quality of service 
for traffic aggregates due to the scalability, and the quality of service state may 
be time varying according to the network conditions in the case of relative ser-
vice model, which make the problem more challenging to guarantee the end-to-
end quality-of-service. In this paper, we study class renegotiating mechanisms 
along the path to provide the end-to-end guaranteed quality of service with the 
minimum networking price over multiple differentiated-service domains. The 
proposed mechanism includes an effective implementation of relative differen-
tiated-service model, quality of service advertising mechanism and class rene-
gotiating mechanisms. Finally, the experimental results are provided to show 
the performance of the proposed algorithm. 

1   Introduction 

The demand of multimedia services over the Internet has been rapidly increasing. In 
general, networked multimedia services such as Internet telephone and video-on-
demand require stringent QoS (quality of service) requirements. As a scalable net-
work solution, DiffServ (differentiated-services) [1] has got a spotlight because it 
controls the QoS of aggregate flows of a certain class instead of the QoS of individual 
flow. Hence it generically lacks the end-to-end QoS provision in the end-user point of 
view although DiffServ is a scalable solution for network QoS. So far, several pro-
posals have been proposed to enhance end-to-end QoS within a single DiffServ do-
main. An extended approach of PHB(Per Hop Behaviors) tries to define per domain 
behavior (PDB) [2] as the expected treatment from edge to edge of a single DiffServ 
domain. That treatment can be described as quantifiable attributes (e.g., delay and 
packet loss rate) that passing packets experience. But the specific methods to provide 

* This research was supported by the MIC(Ministry of Information and Communication), Korea, 
under the  HNRC-ITRC(Home Network Research Center) support program supervised by the 
IITA(Institute of Information Technology Assessment).  
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absolute and statistical bounds for a DiffServ domain still need to be investigated. For 
controlling the attributes within a DiffServ domain and across DiffServ domains, a 
domain server (e.g., bandwidth broker (BB) [3]) can be used to perform resource 
management in its own domain and to communicate with domain servers in the 
neighboring domains for the negotiation of service level. There are some architectures 
for enhanced domain server coming from the centralized BB to provide scalable sup-
port of guaranteed services [4, 5]. The guaranteed services could be absolutely or 
statistically bounded services in DiffServ attributes for traffic aggregates. Recently, 
Christin et al. [6] proposed a quantitative assured forwarding (AF) service with abso-
lute and proportional service differentiation in terms of loss, rates, and delays for 
traffic aggregates. Also, it is worthwhile to mention a study [7] in the differences of 
QoS experienced between individual flows and aggregate flows. Then if these exten-
sions are added to the DiffServ architecture that IETF defines basically, it can be 
expected that each DiffServ domain can provide a certain absolute service ranges 
(e.g., average packet loss rate with some upper/lower margins) in DiffServ attributes. 
Another approach to provide absolute QoS [8] tries changing class selection upon 
feedback information from the receiver if the QoS request is not satisfied.  

In this paper, we consider effective class renegotiating mechanisms to provide the 
guaranteed service to end systems with the minimum price over the multiple domains. 
In this scenario, the consideration of single DiffServ domain is not sufficient for the 
end-to-end QoS provision. The experienced QoS state (delay and packet loss rate in 
this paper) and the price of each class may differ in accordance with domains, and the 
QoS state may be time-varying according to network conditions. In order to provide 
the end-to-end QoS, coordination is required among domain servers in DiffServ do-
mains having the linked path between sender and receiver. The problem we address 
includes how to efficiently advertise time varying QoS state and how to select the 
classes based on the advertised QoS state so as to satisfy end-to-end QoS request. 
This paper is organized as follows. Problem formulation of class renegotiating 
mechanisms, effective implementation method of relative service model, and QoS 
advertising mechanism are described in Section 2, experimental results and analysis 
are presented in Section 3, and finally concluding remarks are given in Section 4. 

2   Proposed Optimal Class Renegotiating Mechanism 

In this paper, we consider delay and packet loss rate as QoS factors. Over multiple 
domains, the end-to-end delay is the sum of delays caused in the individual domain 
and the rate that packet successfully arrives at the receiver is the product of the rates 
that packet is transmitted safely in each domain. Thus, the variance of end-to-end QoS 
state generally becomes larger compared with QoS state provided by each domain, 
and thus the increased variance may degrade the video quality seriously. In this case, 
dynamic class renegotiating mechanism is required. Now, we make the following 
assumptions. 

Assumptions : 
1. Each domain supports the different number of classes that provide different QoS 

states at the different price. And it is assumed that the class i always provides the 
better QoS than the class i+1 with higher price in the domain. 
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2. The total price is the sum of prices charged by domains along the end-to-end 
path. (The basic idea of the proposed algorithm in the following can be extended 
to various pricing mechanisms.) 

Before the detail description, we define the CV (class vector) ( )1 2,  , ,  Nc c cL  that is 

the selected classes over multiple DiffServ domains along the path. That is, ic  is the 

selected class in the domain i. So, the proposed class renegotiating mechanism is to 
search for the optimal CV.

2.1   Problem Formulation and CV Renegotiation Based on Trellis  

First of all, end-to-end guaranteed service problem is formulated into the optimization 
problem with multiple constraints. Then, optimal approach and fast approach are 
examined to get the solution of the problem. 

2.1.1   Problem Formulation 
CV along the path is determined to guarantee QoS with the minimum price. As men-
tioned earlier, the end-to-end delay is the sum of delays caused in the individual do-
main, and the rate that packet successfully arrives at the receiver is the product of the 
rates that packet is transmitted safely in each domain. Now, we can formulate the 
problem to provide the guaranteed end-to-end QoS state with the minimum network-
ing price as follows.  

Problem Formulation:  Determine CV ( 1c , 2c , 3c , … , Nc ) to minimize  

( )
1

N

i

i

Price c
=

(1)

subject to ( )
1

N

i req

i

Delay c Delay
=

≤ , (2)

( )( )
1

1 1
N

i req

i

PLR c PLR
=

− ≥ −∏ , (3)

where ic  is the selected class in the domain i, N  is the number of DiffServ domains 

between source and destination, ( )iPrice c  is the price of the selected class in the do-

main i, ( )iDelay c  and ( )iPLR c  are the delay and packet loss rate of the selected class in 

the domain i, respectively, 
reqDelay  and 

reqPLR are the delay and the maximum tolerable 

packet loss rate required by the end systems, respectively. It is an optimization prob-
lem with multiple constraints. 

2.1.2   Optimal CV Selection by Viterbi Algorithm 
To solve the above problem, dynamic programming algorithm based on Trellis [11] is 
employed and fast pruning algorithm is used to reduce the computational complexity. 
It is summarized in Figure 1. As shown in this figure, each domain corresponds to a 
node and each class is mapped to the circle. When the cumulative QoS state by the 

domain (i-1) is ( ) ( )( ) ( )
11 1

1 11

, 1 ,
ii i

k k k

k kk

Price c PLR c Delay c
−− −

= ==

−∏  and the selected class in the 
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domain i is ( ) ( ) ( )( ),1 ,i i iPrice c PLR c Delay c− , the cumulative QoS state by the domain i

becomes ( ) ( )( ) ( )
1 11

, 1 ,
ii i

k k k

k kk

Price c PLR c Delay c
= ==

−∏ . If the cumulative QoS by the 

domain i does not satisfy the required QoS, then we do not need to check the CV 
including this part from the domain (i+1) any more. Thus the required computational 
complexity can be reduced. 

Fig. 1. Trellis for the optimal CV: the dot lines do not satisfy the given constraints 

2.2   Relative Service Model and QoS Advertising Mechanism 

Now, we consider the case that QoS state is time-varying. First, we address an effec-
tive implementation of relative service model, and then describe QoS advertising 
mechanism in detail. Note that the proposed class renegotiating mechanism can be 
extended to any other relative service model. 

2.2.1   Implementation of Relative Service Model 
In the case of assured forwarding (AF) service, queue structure generally consists of 
four physical queues to which independent forwarding services are provided. Each 
queue has three virtual queues to support three dropping levels as shown in (a) of Fig-
ure 2 [9]. The packets with the same class enter the same physical queue and then these 
packets are classified into three virtual queues according to their drop precedence. The 
drop precedence of each class is determined by its policy when packets arrive. The 
relative service model can be implemented by this queue structure and forwarding 
mechanism only when routers monitor the QoS state of each class continuously [10]. 
However, it is a big burden to routers and does not match to the basic idea of DiffServ. 

In this paper, the relative service model is simply implemented by changing the 
queue structure as shown in (b) of Figure 2. One of the unique feature of the proposed 
method is that the packets with the same precedence are sent to the same physical 
queue and then they are divided into virtual queue according to the class. Token 
bucket model is employed as policer type due to the simplicity. In this case, the suc-
cessfully forwarding packets enter the buffer with the high precedence while the 
dropping packets move to the buffer with the low precedence. It is achieved by con-
trolling token. An arriving packet is marked with the lower precedence if and only if 
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it is larger than the token bucket. The token rate is controlled to satisfy Eq. 4, and then 
packet forwarding mechanism makes the relative service model by setting to satisfy 
Eq. 5 under the assumption that class 1 provides the best service. In this paper, WRR 
(weighted round robin) is used for packet forwarding mechanism and the weight fac-
tors are determined by QoS states of classes. 

1
1 1

1

y y
x x

y y
x x

R R

R R
+

+ +
+

> (4)

( )
1

( 1)

y
PQ yx

y
PQ yx

WR

WR +
+

< (5)

where x  is the class number satisfying { }1,2, , 1x m∈ −L , y  is the drop precedence level 

number satisfying { }1,2, , 1y n∈ −L , m  and n  are the possible maximum numbers of 

class levels and drop precedence levels respectively, y
xR is the rate of packets as-

signed to class x  and drop precedence level y , and ( )PQ yW  is the weight of physical 

queue y . The proposed implementation method does not need to remember the states 
of router and just forward the incoming packets according to the weighing values of 
physical queues. Hence the required computational burden of router can be signifi-
cantly reduced.  

(a)                                                                     (b) 

Fig. 2. Performance of queuing structures: (a) RFC 2597 and (b) the proposed method 

2.2.2   QoS-State Advertising Mechanism 
Since QoS state is random in each DiffServ domain supporting relative service model 
and end-to-end QoS state is function (sum/product) of these random variables, end-to-
end QoS state is also random, whose variances generally become larger as the number 
of domains between two end systems increases [12]. As a result, the continuous media 
service can be seriously degraded due to the increased variances. Therefore, our ob-
ject is to dynamically change CV along the path to provide the guaranteed service 
with the lowest price.  

Now, we need to estimate QoS state for each flow to determine CV. Actually, it is 
observed that the QoS state of each flow is almost same as that of the class including 
the flow (See the Figure 5) (The same phenomenon is observed in [10]). The reason is 
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that every individual flow in the same class is handled by the same policy and for-
warding mechanism that is designed to provide the guaranteed QoS state to the class, 
and thus the QoS state experienced by the individual flow is almost same as that of 
the class. Hence, we can estimate the QoS state of each flow by observing that of the 
class in each domain. As a result, the computational overhead can be significantly 
reduced because we do not need to calculate the QoS of each flow. And, we take into 
account how to advertise QoS state. The more advertisement provides the more accu-
rate QoS state, but increases the signaling overhead and computing load. Thus, we 
need to investigate effective QoS advertising mechanism and study the relation be-
tween the interval of QoS advertisements and the experienced QoS state. In this pa-
per, we study two approaches: periodic approach and aperiodic approach.  

2.2.3   Periodic QoS-State Advertisement 
Every DiffServ domain calculates the QoS state every fixed time interval and the QoS 
state is broadcasted to other DiffServ domains. Based on the advertised QoS state, the 
CV along the path between sender and receiver are recalculated. 

2.2.4   A Periodic QoS-State Advertisement 
To avoid the unnecessary QoS state advertisements, CV re-searching and control 
signal overhead, aperiodic QoS state advertisement is examined. In this work, sliding 
window method is employed. That is, the QoS state is advertised only when the aver-
age QoS state in the sliding window abruptly changes more than the threshold value. 
Based on the advertised QoS state, CV along the path are adjusted to minimize the 
networking price. It can be summarized as follows. 

If cur prev

prev

QoS QoS
T

QoS

−
> , then broadcast the current QoS state, (6)

otherwise QoS state is not advertised,  
where 

curQoS  is the average QoS state of a class in the current window, 
prevQoS  is the 

average QoS state of a class in the previous window and T  is a threshold value. Actu-
ally, the length of window and its coefficients are related to the performance since it 
determines the characteristics of low-pass filter.  

We would like to give some remarks on the signaling overhead and the computa-
tional complexity of the proposed algorithm. In general, aperiodic case needs more 
computational complexity to continuously monitor QoS states than periodic case, but 
the signaling load is decreased since the unnecessary advertisements are avoided. As 
the advertising time interval of the periodic case decreases or the threshold value (Eq. 
6) of the aperiodic case decreases, the accuracy of advertisement is improved at the 
cost of the increases signaling overhead. In the following, we consider two real envi-
ronments. First of all, if BBs are available, additional computational complexity and 
signaling overhead to compute the optimal CV is very small since BBs have an effec-
tive mechanism to share service states of classes by advisements among them. Sec-
ondly, if BBs are not available, edge routers can work instead of BBs. Because edge 
router checks continuously both agreement and conformity of SLA (service level 
agreement), it monitors the service state of each class and sends it to other edge 
routers with a small amount of overhead. Consequently, each edge router can com-
pute the optimal CV based on the updated service state information of each class. 
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3   Experimental Results 

NS-2 is employed to compare the performance. As mentioned earlier, we focus on the 
QoS advertising mechanism and class renegotiating mechanism. In this paper, three 
cases are tested in the followings: no CV change, periodic CV change and aperiodic 
CV change. The numbers of QoS advertisements and CV changes are used as the 
measure of control signaling overhead. On the other hand, packet loss rate, time de-
lay, and networking price are employed as the performance measures for quality of 
service. The tested network situation is shown in Figure 3. During the experiment, 
mean, variance and maximum deviation are employed as performance comparison. 
The reason that maximum deviation is included is that the instant QoS state deviation 
can degrade the quality of continuous media. And the test trace files are Star Wars 
(240*352 size) and Terminator-2 (QCIF size) encoded by MPEG-1, whose lengths 
are 40,000 frames.  

Fig. 3. Tested DiffServ network condition 

3.1   QoS Comparison Between Traffic Aggregates and Per-Flow Traffic over 
Relative Differentiated Service Model 

First, the performance of the proposed relative service model is presented. Two 
cases are tested, i.e. input traffics are constant bit rate (CBR) and variable bit rate 
(VBR). VBR traffics are generated by Pareto. When the input traffics are Pareto, 
the QoS state of class 2 always stays between those of class 1 and class 3 in  
Figure 4. This phenomenon is observed in CBR case too. Based on these observa-
tions, the relative service model works successfully. The QoS states of a flow and a 
class including the flow are given in Figure 5. As shown in the figure, two plots are 
almost same. Thus, it is reasonable that the QoS state of a class can be used for that 
of a flow that is aggregated into the class. As a result, the required computational 
complexity can be significantly reduced since we do not need to calculate the QoS 
state of each flow. 
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(a)                                                                        (b) 

Fig.  4. QoS state comparison of classes when input traffics are Pareto traffics: (a) packet loss 
rate and (b) time delay 

Fig. 5. Packet loss comparison between traffic aggregates and per-flow traffic at the Domain 1 

Fig. 6. Simulation result by Viterbi algorithm: The parenthesis of each node (packet loss rate, 
time-delay, effective bandwidth, price of the selected class), and class identifier (DSCP) is 
assigned as shown: (000, 001, 010, 011, 100) in the first and the third domains and (00, 01, 10, 
11) in the second domains 
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3.2   CV Searching Method 

For an example of performance evaluation, we assume that the requested 3-tuple QoS 
is {packet loss rate : 0.08, time delay : 400 ms, and effective bandwidth : 200 kbps}. 
As shown in Figure 6, it is assumed that the path consists of three DiffServ domains, 
and each domain has different number of classes with different QoS states. By using 
Viterbi algorithm, we can find that the optimal QoS CV is (000, 01, 010), and the 
packet loss rate is 0.03465, the delay is 200 ms, the effective bandwidth is 300 kbps, 
and the price is 1000 units along the path. The details are given in Figure 6. As shown 
in the figure, the solid lines meet the requested QoS while the dotted lines do not 
satisfy the requested QoS. The bold line represents the optimal CV. All paths passing 
the fourth of the domain 2 cannot satisfy the required QoS, thus we do not need to 
consider any CV passing through this node. 

Table 1. Average QoS state comparison between no CV change case and periodic CV  
change case 

Table 2. Standard deviation and maximum packet loss rate comparison of QoS state between 
no CV change case and periodic CV change case 

3.3   CV Change Case with the Periodic QoS-State Advertisement 

We assume that the following QoS is required: the maximum time delay is less than 
0.16 sec. and the tolerable packet loss rate is less than 5%. Various time intervals are 
tested and the experimental results are summarized in Table 1 and 2 and Figure 7. It is 
observed that average QoS state and QoS state fluctuation are improved as the inter-
val of QoS state advertisement decreases. However, the number of CV changes in-

 

Periodic CV Change No CV Change 

Interval
No. of CV 
Changes

Avg. 
PLR 

Avg.  
Delay 

Ave. 
price 

Ave.  
price 

CV 
Avg. 
 PLR 

Avg. 
 Delay 

2-1-3 0.0554 0.0856 
2-3-4 0.0547 0.0872 
3-2-4 0.0558 0.0895 

10s 35 0.0424 0.0941 5.314 6 

3-3-3 0.0578 0.0956 
2-4-4 0.0724 0.0918 
3-3-4 0.0768 0.0949 30s 12 0.0538 0.0923 4.721 5 
3-4-3 0.0726 0.0957 

50s 7 0.0898 0.0959 4 4 3-4-4 0.0898 0.0959 

Periodic CV Change No CV Change 

Interval
No. of CV 
Changes

MAX.
PLR 

STDEV
of PLR 

Ave.  
price 

Ave.  
price 

CV 
MAX. 
PLR 

STDEV 
of PLR

2-1-3 0.4186 0.0736 
2-3-4 0.4455 0.0794 
3-2-4 0.4278 0.0764 

10s 35 0.2085 0.0512 5.314 6 

3-3-3 0.4370 0.0751 
2-4-4 0.5314 0.0954 
3-3-4 0.5412 0.0966 30s 12 0.3269 0.0722 4.721 5 
3-4-3 0.5347 0.0944 

50s 7 0.3777 0.0784 4 4 3-4-4 0.5777 0.0984
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creases, which makes the control signal overhead larger. As shown in Table 1 and (a) 
of Figure 7, periodic CV change case can provide the better average end-to-end QoS 
state with the lower networking price. Furthermore, the performance difference is 
much more obvious in terms of QoS state fluctuation as shown in Table 2 and (b) of 
Figure 7. Especially, maximum QoS deviation of periodic CV change case can be 
significantly reduced compared with that of no CV change. When the advertising time 
interval is 50 seconds, the standard deviation and maximum deviation are signifi-
cantly reduced although the average QoS state are same as shown in Figure 7. 

 
(a)                                                                (b) 

Fig. 7. Performance comparison between no CV change case and periodic CV change case: (a) 
packet loss rate, and (b) maximum packet loss rate 

3.4   CV Change Case with the Aperiodic QoS-State Advertisement 

In this section, performance of aperiodic CV change case is compared with those of 
no CV change case and periodic CV change case. The length of window is set to 3 
and the weighting values in the window are set to {2, 3, 5}. The window moves to the 
right by one second per a time. The performance comparison with no CV change case 
is summarized in Table 3 and 4 and Figure 8. Compared with no CV change case, 
average packet loss rate is reduced by more than 30% and standard deviation and 
maximum deviation are decreased by at least 50% and 70% respectively 

Table 3. Average QoS state comparison between no CV change case and a periodic CV change 
case 

Aperiodic CV Change No CV Change 
Threshold
of Adv. 

Avg.  
PLR 

Avg.  
Delay 

No. of CV 
Changes

Ave. 
price 

Ave. 
price 

CV 
Avg.  
PLR 

Avg.  
Delay 

2-1-3 0.0554 0.0856 
2-3-4 0.0547 0.0872 
3-2-4 0.0558 0.0895 

10% 0.0385 0.0924 15 5.7451 6 

3-3-3 0.0578 0.0956 
2-1-3 0.0554 0.0856 
2-3-4 0.0547 0.0872 
3-2-4 0.0558 0.0895 

30% 0.0447 0.0929 12 5.3012 6 

3-3-3 0.0578 0.0956 
2-4-4 0.0724 0.0918 
3-3-4 0.0768 0.0949 50% 0.0651 0.0975 10 5.1428 5 
3-4-3 0.0726 0.0957 
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Table 4. Standard deviation and maximum packet loss rate comparison of QoS state between 
no CV change case and aperiodic CV change case 

Table 5. Average QoS state comparison between periodic CV change case and aperiodic CV 
change case 

Table 6. Standard deviation and maximum packet loss rate comparison of QoS state between 
periodic CV change case and aperiodic CV change case. 

 
(a)                                                                     (b) 

Fig. 8. Performance comparison among no CV change case, periodic CV change case and 
aperiodic CV change case: (a) packet loss rate, and (b) maximum packet loss rate 

Aperiodic CV Change No CV Change 
Threshold 
of Adv. 

MAX.  
PLR 

STDEV 
of PLR 

No. of CV 
Changes 

Ave. 
price 

Ave. 
price 

CV 
MAX. 
PLR 

STDEV 
of PLR 

2-1-3 0.4186 0.0736 
2-3-4 0.4455 0.0794 
3-2-4 0.4278 0.0764 

10% 0.1099 0.0337 15 5.7451 6 

3-3-3 0.4370 0.0751 
2-1-3 0.4186 0.0736 
2-3-4 0.4455 0.0794 
3-2-4 0.4278 0.0764 

30% 0.1440 0.0356 12 5.3012 6 

3-3-3 0.4370 0.0751 
2-4-4 0.5314 0.0954 
3-3-4 0.5412 0.0966 50% 0.2920 0.0694 10 5.1428 5 
3-4-3 0.5347 0.0944 

 

 

Aperiodic CV Change Periodic CV Change 
Threshold

of Adv. 
Avg.  
PLR 

Avg.  
Delay 

No. of CV 
Changes

Ave.  
price

No. of CV 
Changes

Fixed 
Interval

Avg. 
PLR 

Avg.  
Delay 

10% 0.0385 0.0924 15 5.7451 15 23s 0.0512 0.0962 
30% 0.0447 0.0929 12 5.3012 12 30s 0.0538 0.0923 
50% 0.0651 0.0975 10 5.1428 10 35s 0.0670 0.0944 

Aperiodic CV Change Periodic CV Change 
Threshold 
of Adv. 

MAX. 
PLR 

STDEV 
of PLR 

No. of CV 
Changes 

Ave. 
price 

No. of Path 
Changes 

Fixed 
Interval 

MAX. 
PLR 

STDEV 
of PLR 

10% 0.1099 0.0337 15 5.7451 15 23s 0.3145 0.0714 
30% 0.1440 0.0356 12 5.3012 12 30s 0.3269 0.0722 
50% 0.2920 0.0694 10 5.1428 10 35s 0.3352 0.0729 
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The performance comparison with peroidic CV change case is summarized in Ta-
ble 5 and 6 and Figure 8. Compared with the periodic case, it is observed that the 
average packet loss rate of the aperiodic case is maximally reduced by about 25%, 
and standard deviation and maximum deviation are decreased by about 50% and 65% 
respectively with the same number of CV changes. Thus, aperiodic CV change case is 
more efficient that periodic CV change case at the price of computational complexity. 

4   Conclusion and Future Work 

We have proposed class renegotiating mechanisms for the guaranteed end-to-end QoS 
over multiple DiffServ domains. The proposed mechanism includes effective relative 
service model implementation, QoS advertising mechanism, and the class renegotia-
ting mechanism that searches for the optimal CV satisfying the required QoS with the 
minimum networking price. It has been shown by the experimental results that the 
dynamic class renegotiating mechanism can significantly improve the average QoS 
state and the QoS state fluctuation compared with no CV change. Furthermore, we 
have shown that aperiodic CV change case can provide the better QoS state than peri-
odic CV change case with the same number of CV changes. For the complete solu-
tion, the specific control protocols for QoS state advertisement and CV change must 
be designed and the optimizing process based on these protocols is needed to deter-
mine the effective CV changing times. It is under our current investigation.  
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Abstract. While broadcasting services have witnessed substantial tech-
nological developments which are represented by group-oriented applica-
tions, an important on-going challenge is to design secure and efficient
group key management. A number of protocols targeted for Pay-TV sys-
tems have been developed and proposed. However, most of the forward-
secure protocols published up to now are not suitable for practical appli-
cation in mobile devices. In this paper, we propose a secure and efficient
two-round protocol which would fit well in Pay-TV systems and, addi-
tionally, in mobile environments covering internet stock quotes, audio
and music deliveries, software updates and so on. Also we prove its secu-
rity. The proposed protocol is of simplicity and efficiency and provably
secure.

1 Introduction

A number of closely inter-related models and constructions with an aim of secur-
ing electronic distribution of digital content have been proposed, and a Pay-TV
system provides services that also rely on this kind of distribution. A Pay-TV
system is a derivative of commercial TV systems where the broadcaster mainly
generates revenue by employing a periodic charge or per-use-charge for Pay-Per-
View (PPV) programs. In this situation, a broadcaster needs assurance that
only legitimate subscribers who have paid their fee can watch the PPV pro-
grams. In order to restrict the flow of PPV programs to a specific set of users,
cryptographic mechanisms must be used [1].

In achieving this goal, we must consider the following specific requirements
for Pay-TV system:

(1) Network topology. A Pay-TV system is a kind of one-to-all broadcasting
system where programs are disseminated from a single broadcaster to all
subscribers in a network. That network is in the form of a “star network”
where each device has a dedicated point-to-point link to a single central
controller.
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the Korean Ministry of Information and Communication.
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(2) Efficiency.
– Minimizing the computational load of subscriber: A Pay-TV

system is asymmetric with regard to the computational capabilities be-
tween broadcasters and subscribers: The broadcasting server has suffi-
cient computational power while the subscribers’ receiving device (dig-
ital video receiver, handheld computers, mobile phone, etc.) only bears
limited computational resources.

– Key management: Certificate-based Public Key Infrastructure (PKI)
or ID-based system is commonly used to achieve the assurance of key-
sharing with intended users. The former bears high costs necessarily
resulting from authentication and management of public keys and the
inherent difficulties in managing multiple communities. The latter offers
a more attractive alternative solution to such problems [2], thus simpli-
fying key management procedure.

(3) Security.
– Perfect Forward Secrecy (PFS): In order to protect programs from

illegitimate users, a Pay-TV system should be provided with PFS: The
compromise of single or multiple long-term secret keys cannot result in
the compromise of past session keys [3].

– Key contribution: In order to deploy PFS, contributory key agree-
ment protocols must be used: Each party equally contributes to the key,
guaranteeing its freshness [3]. It is often recommended to use key contri-
bution to prevent some parties from having any kind of advantage over
others.

In addition, because the PPV system belongs to a derivative of Pay-TV sys-
tem where frequent membership changes arise as subscribers leave or join the
group, rekeying becomes an important problem to solve in order to support se-
cure communications for a dynamic group whose membership can change and
the communication party in which can be dynamically configured. Also the com-
putational cost required for group rekeying can be quite substantial. This issue
has to be resolved by using a group key agreement protocol.

In this paper, we propose a new scalable two-round ID-based group key
agreement protocol, which meets all the specific requirements stated above. This
protocol benefits greatly from its simplicity, and only requires two communica-
tion rounds minimizing the costs of group rekeying operations associated with
group updates. In particular, for the purpose of “minimizing the computational
load of subscriber”, our protocol shifts much of the computational burden to the
broadcaster, who has sufficient computational capability.

2 Related Work

Since Fiat et al. [4] first formalized the basic definitions and paradigms of the
broadcasting encryption scheme for solving the problem of multi-message en-
cryption, many broadcasting encryption schemes targeted for Pay-TV systems
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have been proposed [5, 6, 7, 8]. However, these encryption schemes lack an im-
portant security property, PFS. Therefore another cryptographic algorithm is
required which contains PFS and, at the same time, this algorithm must be
compatible with Pay-TV systems. The group key agreement protocol can be the
very answer.

Since Ingemarsson et al. [9] presented the idea of group key agreement pro-
tocol, much works [10, 11, 12, 13, 14] have followed them with varying levels of
complexity. However, all of these suffer from at least one drawback of O(n) or
O(log n) rounds of communication, O(n) broadcasts per round, or lack in PFS.

The constant-round group key agreement protocol with PFS was proposed by
Katz et al. [15] in 2003 and Bresson et al. [16] in 2004. However, their character
of full symmetry negatively impacts overall performances of the protocol in Pay-
TV systems: As the number of subscribers grows, the computational costs of
equipment used by subscribers increases quite rapidly.

Similar to the present protocol proposed in this paper, the computationally
asymmetric protocol was proposed by Bresson et al. [14] in 2003 and Nam et
al. [17, 18] in 2005. However, the protocol [14] dose not support PFS and the
protocol [17] and [18] requires certificate-based PKI in order to verify the validity
of subscribers, giving rise to the problems of high costs and additional difficulties
stated above, whereas an ID-based system offers an easier alternative solution
to such problems. In 2004, a two-round ID-based group key agreement protocol
providing batch verification was proposed by Choi et al. [19]. This protocol
is completely computationally symmetric and adaptively constructed from the
pairings based on the protocol by Katz et al. [15]. Therefore, this protocol is not
well suited for Pay-TV systems like that of [15, 16].

3 The Protocol ID-AGKA

In this section, an ID-based authenticated group key agreement protocol is pre-
sented. This protocol is denoted by ID-AGKA. A group U = {U1, · · · , Un} of n
users who wish to establish a group key by participating in protocol ID-AGKA
is assumed. We note that user Un ∈ U can act as a broadcaster and the other
users Ui ∈ U (1 ≤ i ≤ n − 1) can act as subscribers in Pay-TV systems in which
every subscriber is provided with a device being capable of receiving broadcasted
programs. In our protocol ID-AGKA, each user Ui has an unique identity, IDi,
which may be the serial number of device.

The public parameters e, G1 and G2 are assumed to be known to all parties
in advance. Here, and through this paper, (i) e : G1 × G1 −→ G2 denotes a
pairing1, (ii) G1 denotes a cyclic additive group of prime order p, and (iii) G2

denotes a cyclic multiplicative group of the same order. As depicted in Fig. 1,
the protocol ID-AGKA runs in two rounds, the one with n − 1 unicasts and the
other with a single broadcast:

1 A pairing is a bilinear non-degenerate map: Satisfies (i) e(aP, bQ) = e(P, Q)ab for
a, b ∈ Z

∗
p and (ii) e(P, Q) = 1 for all Q ∈ G1 implies P is identity.
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Setup. The Key Generator Center (KGC) runs a Bilinear Diffie-Hellman (BDH)
parameter generator, chooses a generator P of G1, picks a random w ∈ Z∗

p,
sets Ppub = wP and chooses the cryptographic hash function H : {0, 1}∗ −→
Zp and HQ : {0, 1}∗ −→ G1, where H and HQ are considered as ran-
dom oracles in the security proof. The KGC publishes system parameters
params = {e, G1, G2, p, P, Ppub, H, HQ} and keeps w as the master key,
which is known only to itself.

Extract. Each user Ui submits his identity information IDi to KGC. The KGC
then computes the user’s public key as Qi = HQ(IDi), and returns the
private key Di = wQi to the user Ui.

Authenticated key Exchange.
[Round 1] Each subscriber Ui = Un chooses a random ri ∈ Z∗

p, computes
Pi = riP and Oi = H(Pi)Di + riQi, and sends mi = (Ui, Pi, Oi) to the
broadcaster Un, who chooses random s, v, z ∈ Z∗

p and computes PS = sP
and PV = vP .

1U 2U 1−nU nU3U
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Fig. 1. Group communication sequence diagram for ID-AGKA

[Round 2] Having received all the n − 1 mi from subscribers, broadcaster
Un verifies

e(
n−1∑
i=1

Oi, P ) =
n−1∏
i=1

e(Qi, H(Pi)Ppub + Pi).

If the above equation holds, then the broadcaster Un computes the set
Γ = {Ti = z · e(Pi, svP ) | 1 ≤ i ≤ n − 1}, and broadcasts mn =
(PS , PV , Γ ) to all subscribers in the group2, otherwise broadcaster Un

stops.
2 If the subscribers want to do authentication for mn, the broadcaster Un broadcasts

m∗
n = (mn, σ) instead of mn, where σ is the signature of mn.
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Key computation. Upon receiving the broadcast, each subscriber Ui = Un

computes z = Ti/e(PS , PV )ri . All users in U compute their group key as
K = H(z ‖ Γ ).

4 Security Analysis

In this section, we prove that the security of our group key agreement protocol
ID-AGKA relies on the hardness of the DBDH problem in the formal security
model, which has been used in [19]. We recall the following definitions:

Definition 1. The Decisional Bilinear Diffie-Hellman (DBDH) Problem is to
distinguish between quadruples (P, aP, bP, cP, e(P, P )abc) and (P, aP, bP, cP, e(P ,
P )d), where P is a generator of G1 and a, b, c, d ∈ Z∗

p. We define the advantage
of a distinguisher D against the DBDH problem like this

AdvBDDH
(e,G1,G2)(D) =

∣∣∣∣∣∣∣∣∣∣
Pr

[
D

(
e, G1, G2, P, aP,
bP, cP, e(P, P )abc

)
= 1

∣∣∣ (e, G1, G2) ← IG(1k);
P ← G1; a, b, c ← Z∗

p

]

−Pr
[
D

(
e, G1, G2, P, aP,
bP, cP, e(P, P )d

)
= 1

∣∣∣ (e, G1, G2) ← IG(1k);
P ← G1; a, b, c, d ← Z∗

p

]
∣∣∣∣∣∣∣∣∣∣
.

We say that the DBDH assumption holds in (e, G1, G2) if AdvBDDH
(e,G1,G2)(D) is neg-

ligible for any probabilistic polynomial time algorithm D.

Definition 2. The security of group key agreement protocol P is defined in the
following game between the adversary A and an infinite set of oracles for IDi. The
adversary A executes the protocol exploiting as much parallelism as possible and
any queries allowed in the security model. During execution of the protocol, the ad-
versary A, at any time, asks a Test query to a fresh oracle, gets back a �-bit string
in response to this query, and at some later point, outputs a guess bit b′. Such an
adversary is said to win the game if b′ = b where b is the hidden bit used by the Test
oracle. The advantage of A in attacking protocol P is defined as

AdvP(k) = 2 · Pr[b’=b] − 1,

where k is the security parameter. We say that P is a secure group key agree-
ment protocol if AdvP (k) is negligible for any probabilistic polynomial time adver-
saries A.

We shall see that the proposed authentication scheme Λ1
3 can easily be trans-

formed into an ID-based signature scheme with batch verification [20]; from the

3 We used an authentication scheme Λ1 defined as follows: (i) Generation. Given a
secret key DID, pick a random number r ∈ Z

∗
p and output an authentication message

(rP, O) where O = H(rP )DID + rQID. (ii) Verification. Given an authentication
message (rP, O) for identity ID, the authentication message can be accomplished
by simply checking whether e(O, P ) = e(QID, H(rP )Ppub + rP ).
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proposed protocol we can see the authenticity of ID-AGKA is achieved by authen-
ticators Oi, computed by the subscribers using their private key. Oi can also be
considered to be the signature for the message Mi = NULL. As a consequence,
the authenticity of our protocol is assured by the security of the signature scheme
[20]. Therefore scheme Λ1 is secure against existential forgery on adaptively cho-
sen ID attack in the random oracle model, i.e., AdvΛ1(t) is negligible, where
AdvΛ1(t) denote the maximum advantage of any adversary attacking Λ1.

Now, the ID-AGKA is proven to be a secure authenticated group key agree-
ment protocol under the DBDH assumption shown below by Theorem 1.

Theorem 1. Let AdvID−AGKA(t, qex, qse) be the maximum advantage of any ac-
tive adversary attacking protocol ID-AGKA, where the maximum is over all adver-
saries that run in time t, and making qex Execute queries and qse Send queries.
Then we have

AdvID−AGKA(t, qex, qse) ≤ 2qex · AdvDBDH
(e,G1,G2)(t) + (n − 1) · AdvΛ1(t),

where AdvDBDH
(e,G1,G2)(t) is the maximum advantage of any adversary to solve the

DBDH problem.

Proof. Let A be an active adversary with non-negligible advantages in attacking
our protocol ID-AGKA. The proof of this theorem goes with two cases: (1) the
one that the adversary A breaks the protocol ID-AGKA by forging authentication
transcripts, and (2) the other that A breaks the protocol ID-AGKA without
altering authentication transcripts.

For the case (1), we reduce the security of protocol ID-AGKA to the security
of authentication scheme Λ1 shown below through Lemma 1.

Lemma 1. Let Forge be the event that adversary A outputs a valid forgery with
respect to Λ1. Then we have

Pr[Forge] ≤ (n − 1) · AdvΛ1(t),

where t is that in Theorem 1.

Proof. The adversary A is assumed to gain its advantage by forging authen-
tication transcripts. A is built into a forger F generating a valid message pair
(ID, rP, O) with respect to Λ1 as follows: for all other users, F honestly gener-
ates a public/private key pair by running the Extract algorithm. F then have A
run, simulating the queries from A. This results in a perfect simulation unless
A makes the query Corrupt(ID). If this occurs, F halts and outputs “fail”.
Otherwise, if A outputs (ID, rP, O) as a valid forgery with respect to Λ1,
then F generates the message pair (ID, rP, O). The success probability of F
is AdvF ,Λ1(t) = 1

n−1Pr[Forge]. Then, since AdvF ,Λ1(t) ≤ AdvΛ1(t), we obtain
Pr[Forge] ≤ (n − 1) · AdvΛ1(t). ��

Next, for the case (2), the reduction is from the BDDH problem. We assume
that A can guess the hidden bit b correctly with probability 1/2 + ε. Then from
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A we construct an algorithm solving the BDDH problem in (e, G1, G2) with
probability ε/qex. Let us first consider the distribution defined as follows:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∣∣ r1, · · · , rn−1, s, v, z ∈R Z∗
p;∣∣ P1 = r1P, · · · , Pn−1 = rn−1P, PS = sP, PV = vP ;

(W ∗, K)
∣∣ O1 = H(P1)D1 + r1Q1, · · · , On−1 = H(Pn−1)Dn−1 + rn−1Qn−1;∣∣ k1 = e(P, P )svr1 , · · · , kn−1 = e(P, P )svrn−1 ;∣∣ T1 = z · k1, · · · , Tn−1 = z · kn−1

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
,

where W ∗ = (P1, · · · , Pn−1, O1, · · · , On−1, PS , PV , T1, · · ·Tn−1) and K = H(z ‖
T1 ‖ T2 ‖ · · · ‖ Tn−1). Note that A can compute all riQi = Oi − H(Pi)Di from
the transcripts since A can obtain all secret keys Di and hash values H(Pi) (i =
1, · · · , n−1) using multiple Corrupt and H queries, respectively. However, A does
not gain any advantage from riQi for attacking the protocol ID-AGKA. Therefore
the following two distributions are defined:

Real =

⎧⎪⎪⎨⎪⎪⎩
∣∣ r1, · · · , rn−1, s, v, z ∈R Z∗

p;
(W, K)

∣∣ P1 = r1P, · · · , Pn−1 = rn−1P, PS = sP, PV = vP ;∣∣ k1 = e(P, P )svr1 , · · · , kn−1 = e(P, P )svrn−1 ;∣∣ T1 = z · k1, · · · , Tn−1 = z · kn−1

⎫⎪⎪⎬⎪⎪⎭ ,

Rand =

⎧⎪⎪⎨⎪⎪⎩
∣∣ r1, · · · , rn−1, s, v, z, x1, · · · , xn−1 ∈R Z∗

p;
(W, K)

∣∣ P1 = r1P, · · · , Pn−1 = rn−1P, PS = sP, PV = vP ;∣∣ k1 = e(P, P )x1 , · · · , kn−1 = e(P, P )xn−1 ;∣∣ T1 = z · k1, · · · , Tn−1 = z · kn−1

⎫⎪⎪⎬⎪⎪⎭ ,

where W = (P1, · · · , Pn−1, PS , PV , T1, · · · Tn−1).

Lemma 2. Let A′ be an algorithm that, given (W, K) coming from one of the
two distributions Real and Rand, runs in time t and outputs 0 or 1. Then we
have:

∣∣ Pr[A′(W, K) = 1 | (W, K) ← Real] − Pr[A′(W, K) = 1 | (W, K) ← Rand]
∣∣

≤ AdvBDDH
(e,G1,G2)(t + (2n − 6)tsmu + (2n − 6)texp + tpa),

where tsmu represents the time required to compute a scalar multiplication on
G1, texp being the time required to compute an exponentiation in G2 and tpa

representing the time required to compute a pairing operation.

Proof. We prove this lemma by using the random self-reducibility of the BDDH
problem. Consider the following distribution, constructed from the quadruple
(sP, vP, r1P, e(P, P )r′

) ∈ (e, G1, G2):
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Simul =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣ r2, r3, z, a4, · · · , an, b4, · · · , bn, c4, · · · , cn ∈R Z∗
p;∣∣ P1 = r1P, P2 = r2P, P3 = r3P,∣∣ P4 = (r1a4 + r2b4 + r3c4)P, · · ·∣∣ · · · , Pn−1 = (r1an−1 + r2bn−1 + r3cn−1)P,

(W, K)
∣∣ PS = sP, PV = vP ;∣∣ k1 = e(P, P )r′

, k2 = e(P, P )svr2 , k3 = e(P, P )svr3 ,∣∣ k4 = e(P, P )r′a4+svr2b4+svr3c4 , · · ·∣∣ · · · , kn−1 = e(P, P )r′an−1+svr2bn−1+svr3cn−1 ;∣∣ T1 = z · k1, · · · , Tn−1 = z · kn−1

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
,

where W and K are as defined above. If (sP, vP, r1P, e(P, P )r′
) is a BDDH-

quadruple (i.e., r′ = svr1), we have Simul ≡ Real since ki = e(P, Pi)sv =
e(P, P )svri for all i ∈ [1, n − 1]. If instead (sP, vP, r1P, e(P, P )r′

) is a random
quadruple, it is clear that Simul ≡ Rand. ��

Lemma 3. For any (computationally unbounded) adversary A, we have:

Pr[A(W, Kb) = b | (W, K1) ← Rand; K0 ← {0, 1}�; b ← {0, 1}] = 1/2.

Proof. In the experiment Rand, the transcript W constrains the value z by the
following n − 1 equations:
logE T1 = logE z + x1, logE T2 = logE z + x2, · · · , logE Tn−1 = logE z + xn−1,

where E = e(P, P ). Since W does not constrain the value z any further and
since the value z is not expressible as a linear combination of the n−1 equations
above, we have that the value of K is independent of W . This implies that
Pr[A(W, zb) = b | (W, z1) ← Rand; z0 ← G; b ← {0, 1}] = 1/2. Since H is a
random oracle, the statement of Lemma 3 is immediately as follows. ��

The details of construction of distinguisher D are now given. Assume that
without loss of generality A makes its Test query to an oracle activated by
the δth Execute query. The distinguisher D begins by choosing a random d ∈
{1, · · · , qex} as a guess for the value of δ. D then invokes A and simulates the
queries of A. D answers all the queries from A in the obvious way, following
the protocol exactly as specified, except if a query is the dth Execute query.
In this latter case, D slightly deviates from the protocol, by embedding the
BDDH problem instance given as input into the transcript as follows: Given a
quadruple (sP, vP, r1P, e(P, P )r′

) ∈ (e, G1, G2), D generates (W, K) according
to the distribution Simul and answers the dth Execute query of A with W . The
distinguisher D outputs a random bit if d = δ. Otherwise, D answers the Test
query of A with K. At a later point, when A terminates and outputs its guess
b′, D outputs 1 if b = b′, and 0 otherwise.

Applying the Lemma 2 and 3 together with the fact that Pr[b = b′] = 1/2
and Pr[d = δ] = 1/qex, we obtain Pr[A(W, Kb) = b | (W, K1) ← Real; K0 ←
{0, 1}�; b ← {0, 1}] = 1/2 + ε and AdvDBDH

(e,G1,G2)(D) = ε/qex, which yields the
statement in case (2). ��
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5 Efficiency

In the ID-AGKA of ours, the broadcaster is not required to wait for the last
message from subscribers before it can start performing computation: When
receiving each message mi, the broadcaster can compute ki. Furthermore, if
precomputations are possible, all computations in the first round can be per-
formed off-line; thus, only one exponentiation per subscriber is required to be
done on-line since, in Round 2, the broadcaster Un computes g = e(P, svP ) and
broadcasts, instead of mn, m†

n = (g, Γ ) to all subscribers in the group. Therefore
the ID-AGKA is well suited for deployment in mobile devices.

Table 1. Complexity comparison with the protocol of Choi et al. and Nam et al.

Nam et al [17, 18] Choi et al [19] Our Protocol
Broadcaster Subscriber Broadcaster Subscriber Broadcaster Subscriber

Unicast 0 1 0 0 0 1
Broadcast 2 1 2 2 1 0

Message Send 2 2 2 2 1 1
Receive 2(n − 1) n 2(n − 1) 2(n − 1) n − 1 1

Signature Generation 1 1 1 1 1 1
Verification n − 1 1 n − 1 n − 1 1 1

Computation4 O(n) O(1) O(n) O(n) O(n) O(1)
O(n2) for total subscribers O(n) for total subscribers O(n) for total subscribers

Round 3 2 2
Subscribers Join Yes No Yes
Subscribers Leave Yes No Yes

Public Key Certificate Need No need No need

The ID-AGKA improves the three-round group key agreement protocol of Nam
et al. [17, 18], resulting in a two-round group key agreement protocol. In addition,
this protocol reduces the computational costs of broadcaster, since it simultane-
ously verifies the validity of transcripts from subscribers. Moreover, using an ID-
based system, our protocol provides authentication of subscribers and simplifies
key agreement procedures. In addition, unlike [17] and [18], our protocol enhances
the computational efficiency and security since our protocol is schemed to select a
random number as the information necessary for the generation by broadcaster of
relevant group key. In Table 14, we compare the performance of our protocol with
the protocol presented by Nam et al. and choi et al. [19]. (The protocol of Choi et
al., in its basic form, is essentially the protocol of Burmester et al. [21].). With re-
gard to computational costs, the table lists the amount of computation performed
per user. To the best of our knowledge, the protocol of Choi et al. is the most effi-
cient protocol among group key agreement protocols published up to date. How-
ever, as group size increases, the efficiency of their protocol deteriorates rapidly

4 Note that the computation in [17, 18] does not include the signature computational
cost.
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since both signature verifications, pairing computations and broadcasts add up.
The pairing computation is a critical operation in pairing-based cryptosystems. In
the proposed protocol, each subscriber is not required to compute pairing, while
there are four pairing computations in that of [19]. As can be seen from Table 1,
our protocol is well suited for Pay-TV systems where subscribers have restricted
computational capabilities. In addition, our protocol greatly improves the compu-
tational efficiency for the broadcaster since the batch verification technique has
been adopted in verifying the validity of n − 1 transcripts Pi. Our batch verifica-
tion is almost constant for the number of signatures created by single signer unlike
[19]. Moreover, the proposed protocol supports dynamic membership operations:
Only two communication rounds is required, minimizing the cost of group rekeying
operations associated with group updates caused by subscribers’ leaving or join-
ing. The protocols representing subscribers’ leaving and joining are shown in the
Appendix at the end of this paper.

6 Conclusion

In this paper, a new scalable two-round ID-based group key agreement protocol
is proposed, suitable for deployment in Pay-TV systems. The protocol meets
the strong security requirements while being simple and practical to deploy.
Moreover, compared with other provably-secure schemes published up to date,
the proposed protocol incurs much lower communication overhead required for
an initial group formation and for group updates, in terms of both the number
of communication rounds and the number of messages sent by all users.
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Appendix

(i) Subscriber Leave Protocol (SLP): Assume a scenario where a set of sub-
scribers L leaves a group U . Then the leave protocol SLP is executed to
provide each user in new group UL = U\L with a new group key. SLP re-
quires only one communication round with single broadcast and proceeds as
follows:
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[Round 1] Broadcaster Un picks a new random s′, v′, z′ ∈ Z∗
p and computes

P ′
S = s′P and P ′

V = v′P , then Un goes through ID-AGKA and broadcasts
mn = (g′, Γ ′) to all subscribers in the group UL, where g′ = e(P, s′v′P )
and Γ ′ = {T ′

i = z′ · e(Pi, s
′v′P ) | i = [1, n − 1]\{L}}.

Key computation. Upon receiving the broadcast, each subscriber Ui =
Un computes z′ = T ′

i/g′ri. All users in UL compute their group key as
K = H(z′ ‖ Γ ′).

(ii) Subscriber Join Protocol (SJP): Assume a scenario where a set of new
j subscribers J joins a group U to form a new group UJ = U ∪ J . Then
the join protocol SJP runs to provide the users of UJ with a group key. SJP
takes two communication rounds, the one with j unicasts and the other with
single broadcast, and proceeds as follows:

[Round 1] Each subscriber Uj ∈ J chooses a random rj ∈ Z∗
p, then Un

goes through ID-AGKA and sends mj = (Uj , Pj , Oj) to the broadcaster
Un, who chooses a new random s′, v′, z′ ∈ Z

∗
p and computes P ′

S = s′P
and P ′

V = v′P .

[Round 2] Having received all mj from subscriber Uj ∈ J , broadcaster Un

verifies e(
∑j

i=1 Oj , P ) =
∏j

i=1 e(Qj, Ppub + Pj), then Un goes through
ID-AGKA and broadcasts mn = (g′, Γ ′) to all subscribers in the group
UJ , where g′ = e(P, s′v′P ) and Γ ′ = {T ′

i = z′ · e(Pi, s
′v′P ) | i = [1, n −

1] ∪{J }}.

Key computation. All users in UJ compute their group key as K = H(z′ ‖
Γ ′) as in SLP.
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Abstract. The increasing amount of multimedia data enforces the development 
of automatic video analysis techniques. In this paper, a method of ToC 
generation is proposed for educational video contents. The proposed method 
consists of two parts: scene segmentation followed by scene annotation. First, 
video sequence is divided into scenes by the proposed scene segmentation 
algorithm which considers the characteristic of educational video. Then each 
shot in the scene is annotated in terms of scene type, existence of enclosed 
caption and main speaker of the shot. The experimental result showed that the 
proposed method can generate ToC for educational video with high accuracy. 

1   Introduction 

The huge amount of multimedia data increases a need to browse, retrieve and manage 
them conveniently. Furthermore, the need for generating metadata from large amount 
of multimedia data is also being increasing accordingly with the rapid development of 
internet connected STB and user interactive broadcasting. However it is not a trivial 
task to browse, retrieve, and analyze a video since it is a temporal media in nature. 
Hence, a structured representation of video, such as a ToC(Table of Contents) or an 
index, can help users to manage them in a user-friendly manner. In this reason, video 
analysis techniques which create an effective representation of video become more 
important in these days. 

So far there have been various research efforts in automatic video analysis. Some of 
them tried to segment a video into scenes, which is a group of shots related to the same 
semantic meaning [1][2][3]. These previous efforts were mainly focused on dealing 
with general videos that contain story lines such as movies or dramas. On the other 
hand, there are many prior works which are dependent on a specific type of videos. In 
those works, the prior knowledge of a specific domain is utilized to build a model for 
the structure of videos or for events in the videos [4][5][6]. Algorithms for news story 
segmentation [4] or sports video indexing [5][6] would be good examples for them. 

This paper presents a method to generate a ToC for educational videos. ToC 
creation for educational videos is highly required because of the increasing demand of 
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educational videos on the network with the expansion of network capacity. In 
addition, the ToC is also essential to offer user-oriented contents from the entire 
video. That is, educational contents can be consumed selectively by the level of a user 
with a ToC. With this goal in mind, in this paper, an educational video is first 
segmented into scenes, then each shot in this structured representation is annotated 
automatically. For scene segmentation we consider the characteristics of educational 
video contents to obtain the structured representation in the scene segmentation 
process. In the annotation step, on the other hand, every shot is then described by 1) 
its scene type 2) existence of enclosed caption in the shot, and 3) main speaker of  
the shot.  

The rest of this paper is organized as follows: In section 2, the target video contents 
are examined and overview of the proposed system is given. In section 3, the utilized 
scene segmentation method is illustrated. In section 4, the method of scene annotation 
is described. Section 5 presents the experimental results and conclusion is given in 
section 6. 

2   Overview 

In this section, the characteristics of educational videos are observed and the overview 
of the proposed method is given. Figure 1 shows the structure of a typical educational 
video. Details of each type of shots are given follows. 

Introduction Studio Scenes Embedded Contents Other Sequences

Main Contents  

Fig. 1. Typical structure of an educational video 

− Intro scenes: Intro scenes usually occur at the transition point between different 
episodes or topics. They also occur at the very beginning or ending of a program. 
Those scenes usually contain various graphical effect and large variation in motion. 

− Studio scenes: Most scenes of the educational video are taken in a studio. These 
scenes are generally very static. They are usually captured in real studios, but often 
taken in virtual studios generated by computer graphics. 

− Embedded contents: Embedded contents are the materials that are used to help 
transmitting the main theme of educational content. It can be video contents or 
simple static graphical objects. These scenes often interweaved with the main 
studio shots to suggest the main subject of the video contents. 

− Other scenes: Educational contents may contain other episodes except the main 
topic. This type of scenes can be diverse (indoor/outdoor, graphical/real, and 
static/dynamic) and even may not exist for some video contents. 

As noticed from the above description, no fixed pattern or model exists applicable to 
any types of educational video contents. For this reason, a model-based approach is 
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not adopted to maintain the generality of the developed algorithm. The framework of 
the proposed approach developed in this perspective is given in Fig. 2. 

The proposed method is composed of two parts: 1) scene segmentation and 2) 
scene annotation. In scene segmentation process, the video content is divided into 
scenes which are a collection of semantically correlated shots. This offers a basic 
structure of a video content. Then each shot in the scene is represented by shot type 
and speaker in the following scene annotation steps. 

 

 

Fig. 2. Flow of the proposed method: input video sequence is first segmented into shots and 
scenes to give a structured representation of the video content. Then the structured representation 
is annotated by shot classification and speaker identification. 

3   Scene Segmentation 

A video itself can be considered analogous to a book since both of them are sequential 
media. It is in general difficult for a user to browse the contents of the media at a 
glance and linear search is necessary to look at the contents at a specific location of 
the media. A structured representation would be helpful for a quick review of the 
contents by accessing directly to a desired position. In the case of a book, the ToC or 
index allows to do the task for such role. A user can easily grasp the idea or contents 
of a book just by browsing the table-of-contents alone and can find a particular 
contents or subject with an aid from index. A structured representation of video is 
important and urgently needed for this reason, since the similar mechanism can be 
applied to a video. 

In this paper, a video sequence is structured by scenes and shots. A shot is a group 
of consecutive frames without any transition effect and a scene is a group of shots 
having the same semantic meaning. The details of shot/scene segmentation algorithms 
are described in the following section. 

3.1   Shot Segmentation 

Prior to scene segmentation, video sequence is segmented into shots. A shot is defined 
as a set of consecutive frames taken by a single camera and used as a basic building 
block of video for further processing. The types of shot transition can be classified 
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into two categories: abrupt and gradual transition. In this paper, the methods proposed 
in [7] and [8] are adopted for detecting abrupt and gradual transitions, respectively. 
The method proposed in [7] sets its threshold value adaptively to avoid the 
dependency to specific video contents, and the method suggested in [8] detects 
gradual transition by investigating the variation in distance domain hence does not 
dependent on the type of gradual transitions. 

3.2   Scene Segmentation 

In general, a shot is distinguished by simple the physical discontinuity therefore it 
does not contain a large amount of semantic meaning. On the other hand, a scene is 
separated by semantic discontinuity rather than physical discontinuity. In this reason, 
scene is preferred to represent a video into a structured form in many applications. A 
scene segmentation method which utilizes a graph to model the transition of shots is 
proposed in [1]. In this method, similar shots are represented by a node in the graph 
and their transition is indicated by an edge between nodes. The boundaries of 
difference scenes are found by detecting cutting edges in this graph. Also a scene 
segmentation method which groups temporally close and visually similar shots to find 
scene boundaries was proposed in [2]. This method can be interpreted as a greedy 
approach of [1]. The scene segmentation method suggested in [3] is based on the 
algorithm proposed in [2], however, shot features and comparison methods are 
redesigned to reflect the characteristics of film making techniques. 

Those previous works on scene segmentation are based on the same assumptions 
that 1) shots that belong to the same scene are visually similar (visual similarity) and 
2) they also are located closely along the time axis (temporal locality). The first 
assumption is convincing since shots in the same scenes share the same background 
or mood. The second assumption indicates that shots located apart may have different 
meaning in general even though they look very similar. Under those assumptions, 
scenes are divided by collecting locally similar shots in the previous general-purpose 
scene segmentation method. 

Although these assumptions appear to be very natural and adequate for general 
video, they may not be enough to reflect the characteristics of the common 
educational contents hence they often lead to miss-segmentation. Unlike movies or 
dramas, the educational video contents are taken in a constrained environment. For 
example, video sequence of all the main studio shots are taken at the same position 
(i.e., in a studio). Those studio scenes appear in any part of video hence they can be 
considered the same scenes even though they are far apart along the temporal line. In 
addition, the repetition of similar shots in a scene may shorter than that of the general 
video contents or does not exist in the educational video contents. For example, the 
dialog between two main speakers sometimes contains only two shots (i.e., no 
repetition of shots in the dialog). Some examples of such situation where the general-
purpose methods fail are illustrated in Fig. 3. 

In Fig. 3, shot sequences denoted by the same alphabet are visually very similar or 
identical. In the first scene (Scene 1), the last shot (shot C) can be left out from a group 
since no links are connected to. In the second scene, even though it is known or learned 
that two shots A and B belonged to the same scene in the first scene, they cannot be 
grouped as the same scene because the shots in scene 1 and 2 are treated as different 
shots due to the temporal locality of the previous works for general video contents. 
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… …

 

Fig. 3. An example of scene sequences that leads miss-segmentation 

However, they can be grouped properly if the known characteristic of 
educational video is reflected. That is, the shots A, B and C in the first scene can be 
grouped together if the grouping result of the third scene can be utilized (i.e., shots 
A and C belong to the same scene). Similarly, relationship between shots A and B 
in the second scene can also be utilized in grouping scene1. Consequently, 
analyzing the connectivity of shots globally can improve the accuracy of scene 
segmentation for educational video. The proposed segmentation method is 
described below. 

Proposed scene segmentation algorithm: 

1. Construct a fully connected graph G which has n shots as its nodes. 
G = {V, E}, V = {s1, s2, …, sn}, E = {TRUE for si, sj)} 

2. Disconnect the edge between two nodes si and sj if the dissimilarity of two nodes is 
larger then a given threshold. E(si, sj) = FALSE if dshot(si, sj)>Tshot 

3. Repeat step 2 for every node pair in the graph. 
4. After step 3, m isolated sub-graphs are obtained. Each sub-graph contains only 

similar shots hence called a shot cluster. 
5. Construct a fully connected graph F which has m shots clusters as its nodes. 

F = {W, D}, W = {c1, c2, …, cn}, D = { TRUE for ci, cj)} 
6. Disconnect the edge between two shot clusters ci and cj if there is no links between 

them. A link between two shot clusters is made if a shot in ci is located between a 
shot pair in cj, and the temporal distance between the shot pair becomes shorter 
than a threshold or vice versa.D(ci, cj) = FALSE if Link(ci, cj) = FALSE 

7. After step 6, l isolated sub-graphs are acquired. Every shot in a sub-graph has 
global connectivity hence belonged to the same scene. The sub-graphs are called 
scene clusters in this reason. Assign the same scene IDs to the shots in the same 
scene cluster, and segment scenes at the position where scene ID 
changes.

1 1

1 1
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l m l l l
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TRUE if index s index s index s index s index s k
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< < − <
= < < − <

 

These steps of the proposed scene segmentation method are illustrated in Fig. 4. As 
shown the figure, the shot boundaries of the video are detected first. Then similar 
shots are grouped together to build shot clusters. The links between different shot 
clusters are examined to find the scene clusters in the next process. Finally, a scene 
boundary is declared where the scene is changed in the original video sequence. 
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Scene 1 Scene 2 Scene 3 … Scene n …Scene 1 Scene 2 Scene 3 … Scene n …Scene 1 Scene 2 Scene 3 … Scene n …Scene 1 Scene 2 Scene 3 … Scene n …

A. Shot Segmentation

B. Shot
Cluster

C. Scene
Cluster

D. Scene Segmentation  

Fig. 4. Proposed scene segmentation method 

3.3   Similarity Measure of Shots 

To perform scene segmentation described in the previous section, a similarity 
measure of two different shots must be defined. To compare different shots, key-
frames of shots are extracted first. Key-frames are selected by the non-uniform 
sampling method proposed in [9]. This method chooses a new key-frame when the 
difference between current frame and last key-fame exceeds a preset threshold. With 
this method, video can be represented efficiently with only 2 to 5 % frames of the 
whole number of frames. The dissimilarity between two shots is computed by the 
average dissimilarity of key-frames. The distance between two key-frames is 
computed by MPEG-7 color layout descriptor and its distance measure. The MPEG-7 
color layout descriptor is adopted for its simplicity and efficiency and also for the 
extensibility of ToC in XML format. 

4   Scene Annotation 

Once the structured representation of video sequence is obtained by shot and scene 
segmentation, each shot is annotated to help users to recognize the contents of a 
scene. In this annotation process, each shot in a scene is described by 1) the type of 
scene where the shot belongs, 2) the presence and its position of enclosed caption, and 
3) the speaker of the shot. 

4.1   Scene Classification 

In many researches, scene classification plays an important role in video analysis. In 
[10], scene classification methods to distinguish dialogs in video sequences are 
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proposed. The proposed method used a sliding window to detect dialogs between two 
or three characters which are characterized by the repetition of similar shots. In [11], 
DCT or Hadamard transform coefficients of a video frame are utilized to classify 
presentation scenes using statistical classifiers such as PCA. Also scene classification 
is utilized extensively in sport video analysis [5][6]. 

In this paper, two types of scenes are classified: 1) main studio scenes and 2) intro 
scenes. Although more than those tcwo types of scenes are mixed in a regular video 
sequence as investigated in the section 2, only main and intro scenes are considered in 
this paper to maintain the generality of the algorithm. Other types of scenes cannot be 
distinguished by general characteristics which is applicable to common educational 
video. To distinguish main and intro scenes, no specific scene model is used but only 
common characteristic, which can be easily shown in general videos, are used. In this 
reason, the proposed scene classification method can be applied to general 
educational videos. For the scene classification, the characteristics of main studio 
scenes and intro scenes are examined first and observations below are established. 

Characteristics of  main studio scenes and intro scenes: 

1. The main studio scenes usually occupy the longest part of a video and scattered 
through the whole video sequence 

2. The main studio scenes are usually very static hence contain only small motions 
3. The intro scenes are usually not repeated in the video sequence hence occupies 

only small part of the video sequence 
4. The intro scenes regularly contain extreme graphical effect which give rise to large 

motions 

Based on those observation, a function which indicates the probability of a scene to 
be the main studio scene is designed as Eq.(1). In the equation, Si represents a scene, 
and sj represents a shot respectively. Also len(sj) denotes the length of shot i, and 
activity(sj) stands for the motion intensity of the shot. Therefore, the first term of Eq. 
(1) indicates the total length of a scene. The second term is the reciprocal of average 
activity in a scene. Hence long and motionless scene gets high value of Pmain. With 
this function, the scene with the highest value of Pmain is chosen as the main studio 
scene. 

1 2( ) ( )
( )main i j

j j j

N
P S w len s w

activity s
= ⋅ + ⋅  (1) 

The activity of a shot is defined as in Eq. (2). fr(kl) indicates the frame number of a 
key-frame k.. As described in section 3.3, the key-frame is extracted when the 
difference between current frame and the last key-frame is largely different. Hence, 
the difference of frame numbers between two consecutive key-frames will small 
where the variance of frames or the intensity of motion is large. In this reason, the 
reciprocal of the frame number difference between two consecutive key-frames can 
be a simple yet effective measure for the intensity of motion. 

1
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Similarly, the intro scenes are characterized by high activity and short temporal 
length. However, unlike the main studio scene which is obtained by finding the 
maximum value of Pmain, thresholding is employed to distinguish intro scenes since 
usually multiple number of intro scene are exist in a video sequence. 

4.2   Caption Detection 

The enclosed caption of a video is an important means to deliver information to users. 
Hence localizing the temporal position of enclosed caption can be a good description 
itself for video contents. For example, a user can watch only shots with enclosed 
captions for quick review of the content. 

In this paper, a filter proposed in [12] is utilized to localize a caption. The filter 
expressed as in Eq. (3) is designed based on the observation that text region has many 
vertical strokes. Here, I(x, y) denotes the gray level at spatial coordinate (x, y), and the 
size of filter is set to 2t + 1. Since it accumulates gradients in the horizontal direction, 
high responses are obtained around a vertical stroke. 

( , ) ( , )
t

i t

I
A x y x t y

x=−

∂= +
∂  

(3) 

The result of Eq.(3) is binarized by a threshold and Bayesian decision is taken to 
decide candidate regions for captions. The size and ratio of bounding rectangle for 
each binarized region is used as features for the decision. An example of the caption 
detection result is given in Fig. 5. 

  
(a) (b) 

Fig. 5. Example of caption detection: (a) original video frame which has enclosed caption on it 
and (b) caption detection result is bounded by a box 

4.3   Speaker Identification 

Audio signal is utilized as complementary to the visual signal for video analysis. In 
[10], audio signal is jointly used with video signal to segment a video sequence into 
scenes. Also there was an effort to extract events by using only audio signal from a 
soccer video [13]. 

In this paper, main speaker of each shot is annotated by the speaker identification 
module. For the speaker identification, audio signal is divided into music and speech 
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by the algorithm proposed in [14]. Then speaker of each shot is identified by the 
algorithm proposed in [15]. In both methods, the distribution of each class is modeled 
by GMM (Gaussian Mixture Model) and classification is performed by maximum 
likelihood estimation with the developed GMM. Spectral features and MFCC (Mel-
Frequency Cepstrum Coefficient) are employed as features for the classification. 

5   Experimental Results 

In this section, the experimental result of the proposed algorithm is given. Two types 
of video sequences, “TV English” and “Survival English,” are used in the experiment. 
Both video sequences follow the characteristics of general educational video 
described in section 2, and their durations are about twenty minutes for both of them. 
However, they have different characteristics in detail. “TV English” is recorded  in a 
real studio and has only two main speakers. On the other hand, “Survival English” 
proceeds in a virtual studio hence it has high saturation in its color tone compared to 
the other video sequence. Also “Survival English” has three main speakers hence it’s 
more difficult to identify speakers compared to the other sequence. For the 
experiments, 20 video sequences are prepared (10 for each). Between them, six video 
sequences (3 for each) are utilized to decide appropriate parameters. The same 
parameters are used for both types of video contents. The last 14 video sequences (7 
for each) are utilized in the experiments. 

The result of scene segmentation is given in Table 1. The recall and precision of 
scene boundary is measured for performance evaluation. The definition of recall and 
precision is represented in Eq. (4) and Eq. (5), respectively. In the equation, Nc stands 
for the number of correctly found scene boundaries. Also, Nm and Nf denote the 
number of missed scene boundaries and the number of false positives, respectively. In 
the result, the precision rate appeared quite low compared to the recall rate. 

100%c

c m

N
recall

N N
= ×

+
 (4) 

100%c

c f

N
precision

N N
= ×

+
 (5) 

Table 1. Results of scene segmentation 

TV English Survival English Average
Recall 89.42 85.06 84.71
Precision 58.33 54.52 56.42  

About 85% of recall rate is obtained and 55% of precision is achieved through the 
experiment. The result seems to be somewhat unsatisfactory especially in the 
precision. However, the low precision rate is not unpredictable. First of all, scene 
boundary is rather difficult to locate precisely compared to shot boundary since it is 
determined by semantic discontinuity. Also, one miss-positioned scene boundary 
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induces one false negative and one false positive at the same time. Finally, the 
number of scene boundary is quite small compared to that of shot boundary, hence 
even small number of miss detection can degrade the accuracy seriously. 

The result of scene classification is given in table 2. Also recall and precision rates 
were adopted as performance measure in scene classification. The recall and precision 
were about 90% for main studio scene classification. However, the precision for intro 
scenes was only 70%. This happened because single isolated shots with high motion 
were miss-classified into intro scenes. 

Table 2. Result of scene classification 

Main Intro Main Intro Main Intro
Recall 91.36 85.23 83.42 95.32 87.39 90.28
Precision 98.17 55.66 86.54 81.24 92.35 68.45

TV English AverageSurvival English

 

Table 3 shows the result of speaker identification. The classifier is trained with the 
samples obtained from a single video sequence and three video sequences are used to 
create three classifiers (i.e., three classifiers are trained for the experiment). Each 
classifier is tested on voice signal obtained from test video sequence and the average 
accuracy is given in table 3. As mentioned above, “TV English” contains two main 
speakers and “Survival English” contains three main speakers. For the test, bunches 
of feature vectors with different lengths are used as classifier input. The lengths of 
buffers used in classification were 1, 10, 30 and 50. 

The accuracy was about 85% at the longest length bunch configuration. However, 
the last class in “Survival English” showed only accuracy of 55%. It is supposed that 
the low accuracy of the last class was induced by not enough sample numbers used in 
training, since the character of the last class has relatively fewer speech compared  
to others. 

Table 3. Result of speaker identification 

Class 1 Class 2 Class 1 Class 2 Class 3
1 69.73 76.62 64.72 66.75 48.42

10 78.42 78.51 72.65 75.38 52.36
30 83.21 87.11 79.03 83.83 53.73

50 85.46 88.23 82.46 86.21 54.31

Survival EnglishTV EnglishBuffer
Length

 

6   Conclusion 

The need for automatic video analysis is growing to cope with the rapidly increasing 
amount of multimedia data. In this paper, a ToC generation method is proposed for 
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educational video. The proposed method is based on scene segmentation which 
considers the characteristics of typical educational video contents. Also the segmented 
scenes are automatically annotated by scene classification and speaker identification. 
The experimental result showed that the proposed method effectively generated ToC 
from educational contents. 

Even though the proposed method utilized audio signals to identify speakers, the 
combined use of both audio and video signals is not considered in this paper yet. For 
example, shots belonged to the same scene will be share the similar background 
music or sound. Hence, we are investigating the joint use of audio and video signal to 
improve the accuracy of scene segmentation or scene classification process for  
further work. 
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Abstract. Multimedia communication systems are rapidly developed
during the last decade to reach the technology of streaming applica-
tions. Work in this paper analyzes and evaluates the area of multimedia
communication services over highspeed networks. The main target is to
test the multimedia communication from the applications perspective.
This means to test multi-source multi-destination communication and
the inter-behavior of multimedia traffic in such an environment. We run
a simulation study to examine the network behavior in case of a QoS-
enabled architecture, and to introduce establishing the different multi-
participant scenarios in multiparty applications. The simulation study
in this paper focuses on the inter-effect of varying traffic types gener-
ated by distributed traffic sources and injected to distributed groups of
destinations. The simulation study examines the responsiveness and per-
formance behavior of the interactive multimedia communication session
in the support of QoS architecture with emphasis on DiffServ and MPLS
networks.

1 Introduction

Networking infrastructure nowadays encourages to integrate the multimedia ser-
vices offered over the different networking platforms. Multimedia streaming fa-
cilitates efficient interactivity and retrieval of media sources across different plat-
forms and distributed systems. Globally speaking, a multimedia communication
system can be classified into a body and its peripherals, or, in other words, a
core and edges. The core of the multimedia communication systems refers to
the networking infrastructure, the link capacities and the routing protocols. The
edges are characterized by the multimedia traffic sources, the multi-participant
communication environment and the user interfaces.

The core is actually the communication medium between edges. It is respon-
sible for capturing the services from some edges and delivering the services to
other edges. The core must be capable of delivering the multimedia elements
efficiently. At the edges, the service delivery has to be performed in an accepted
manner suitable for the nature and requirements of each media element.

Evaluating the network performance means to dig into the behavior of both
the core and edges of the system. It is mandatory not to focus only on the per-
formance of the transport and application layers and to neglect the effect of the
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linking and networking layers, and vice versa. This means the process of improv-
ing the network performance has to span the whole IP stack targeting improving
the performance at the application layer, Figure 1. Actually a multimedia sys-
tem is an integrated system so that the network infrastructure and topology
can affect dramatically the rendering process at the application level. Therefore,
to build an integrated system, an important functionality is considered in this
study. This is the methodology of improving the performance at both the appli-
cation level as well as the networking level with its associated Quality of Service
architecture.

RTSP

RTP/RTCP

UDP

Link Layer

Synchronization

DiffServ

MPLS
TE

PE Stack

Applications

IP

Edges

Core

Fig. 1. Multimedia QoS / Performance Evaluation Stack

We have introduced in [1] an algorithm for calling and retrieving multimedia
data defined either by their time or event-scheduling or both. This algorithm re-
alizes a new concept of a synchronized event-driven multimedia communication
system. The study in our project aims at evaluating and improving the perfor-
mance of multimedia communication systems as well as enhancing the inter-effect
and behavior of the multimedia traffic traversing the networking infrastructure.

The new concept and the developed application can be abstracted mainly
in a multiparty multimodal communication environment. Studying the effect of
the linking and networking layers on such a kind of applications means in this
paper to dig into the behavior of streaming and transporting each media element
across the networking infrastructure. This means to study the inter-effect of
multimedia transportation. This effect can be classified in two dimensions. The
first important parameter to study is the behavior of the traffic type itself in
the existence of other traffic types sharing the same communication path. The
second dimension of study is the effect of other media traffic types as background
traffic on one or more of a certain class of media traffic types.

It is worth to mention that this area of study does not come yet into the focus
of the traditional Traffic Engineering (TE) and Quality of Service (QoS) research
and studies.The currentTE research topics focus on classifying andprioritizing the
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packets as well as enhancing the routing and switching techniques and algorithms
across the multimedia communication platforms and infrastructure.

This paper contributes to the area of digging into the inter-behavior of mul-
timedia traffic itself and the inter-media effect. This study targets shading the
light on this new area of the field of multimedia traffic modeling and engineering.

The performance of multiparty multimodal environment is evaluated in a QoS
enabled network infrastructure. We have examined the performance of Multicast
Routing in [2]. This paper is dedicated to elaborate on the networking infrastruc-
ture that supports Multi-Protocol Label Switching (MPLS) and Differentiated
Services (DiffServ) architecture.

These techniques and algorithms are lately introduced to the global IP archi-
tecture, and they are not widely deployed yet. Therefore, the study considers the
performance evaluation and improvement process through a simulation study.
The simulation study establishes different multimedia communication scenarios
in a distributed environment.

The study defines sample networking topologies suitable for each QoS tech-
nique. The sample network topologies are examined with varying different traffic
sources in the existence of different background traffic types. The communi-
cation scenarios are also examined in classical events of link transitions and
bottleneck links.

The rest of this paper is organized into four sections. The second section
introduces the simulated network environment. The third and fourth sections
demonstrate the topologies and setup of our simulated MPLS and DiffServ ar-
chitectures respectively. We conclude the work in section 5.

2 Simulation Environment

Internet modeling and simulation is one of the ongoing research topics, [5]. How-
ever, this field of study is still in its infancy, [4]. The basics of the study program
presented in this paper are to propose a sufficient model with keeping the sim-
plicity. It is obvious for this study that it is mandatory to propose its own models
and its justification.

The combination of DiffServ and MPLS presents a very attractive strategy
to backbone network service providers with scalable QoS and traffic engineering
capabilities using fast packet switching technologies.

The motivations for MPLS and DiffServ support include user demands for
consistent QoS guarantees, efficient network resource requirements by network
providers, and reliability and adaptation of node and link failures. MPLS and
DiffServ are proposed to provide solutions to these problems. DiffServ is defined
to provide scalable edge-to-edge QoS, while MPLS performs traffic engineering
to evenly distribute traffic load on available links and fast rerouting to route
around node and link failures. MPLS can be deployed over a wide variety of
networking technologies such as IP, ATM, and Frame Relay.

The simulated network topologies proposed in this paper are examined without
and with the support of DiffServ and MPLS with emphasis on multimedia traffic
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inter-effect and behavior under different transmission conditions. It is compared
with the classical Best-Effort (BE) architecture. The throughput, end-to-end de-
lay, jitter, and packet loss are monitored for evaluating the network performance.

Each destination node for UDP traffic is defined as LossMonitor and has the
ability to calculate the number of received bytes and number of lost packets per
traffic flow. The destination node for TCP traffic is defined as TCPSink and
has also the ability to count the number of bytes received where throughput
calculation can be performed, [7].

3 MPLS

The MPLS network simulator (MNS), [6], used in this study supports MPLS
packet switching, Label Distribution Protocol (LDP), as well as Constraint-based
Routing-LDP (CR-LDP). This network simulator does not support RSVP-TE.
Therefore, all simulation experiments performed in this paper are based on CR-
LDP as the signaling protocol. This version of MNS features data driven and
control-driven LSP that trigger with downstream and upstream modes of label
creation. In addition, MNS supports CBR with extensive support of ER-LSPs
and CR-LSPs.

S1

S2

S3

D2

D3

S4

D1

R1 R2 R3

R5

R4

R6 R8R7

Fig. 2. Multi-Path Sample Network Topology

Node object in the MNS architecture has a reference to a specific classifier
called MPLS classifier. This classifier determines whether the received packet
is labeled or unlabeled. If labeled, the MPLS classifier does Layer-2 switching
instead of Layer-3 routing. If unlabeled and LSP for this packet is not set pre-
viously through signaling protocol, the unlabeled packet is processed to add an
MPLS label. In this case the node acts as an ingress LSR. Otherwise, the packet
is forwarded to the default address classifier for Layer-3 routing.
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The sample network topology examined in this study, Figure 2, consists of a
mesh of routers connecting four traffic sources, S1 to S4, to three destinations,
D1 to D3. The whole network is connected with links of 10Mbps bandwidth with
bottleneck link of 2Mbps configured between R3-R4.

The simulation scenarios in this section are classified as follows:

– varying the real time traffic sources
– examining setup of explicit routes and constraint routes
– varying the transmission rates of traffic source generators

3.1 CBR Traffic in MPLS and Best-Effort

The multi-path sample network topology is tested in this scenario with CBR
traffic generated by sources S1 to S4 with transmission rates of 8Mbps, 2Mbps,
2Mbps, and 8Mbps respectively.

The MPLS architecture was capable of delivering the first flow, Flow0, with
8Mbps and the fourth flow, Flow3, was delivered with the available bandwidth,
i.e., 2Mbps. The second and third flows traversing the constraint-routed path
were exchanging the bandwidth, Figure 3. This means, in the period of transient
state, Flow1 was first dropped while Flow2 was delivered with 2Mbps. In the
steady state, Flow2 was dropped and Flow1 managed to utilize the 2Mbps link.
Anyhow this results in a better performance than the Best-Effort architecture,
where only Flow3 was delivered and the other three flows were dropped, Figure 3.
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Fig. 3. Performance Improvement with MPLS Network (left) versus BE (right)

3.2 Audio Traffic in MPLS and BE

The same above experiments are repeated with injecting the network with Re-
alAudio traffic connected to S1. The RealAudio source is configured to transmit
data with 1Mbps bandwidth. The other three traffic sources were connected to
CBR flows as background traffic. The networking and routing conditions were
applied without change. In this experiment, the total bandwidth requested is
in general in the limits of the available network capacity using the explicit and
constraint routed paths.
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Fig. 4. Throughput of CBR-RealAudio Traffic in MPLS Network (left) and BE Net-
work (right)

In this case, the experiment shows flow stability with MPLS architecture
than the Best-Effort, Figure 4. This means the flows across the congested links
of the Best-Effort architecture suffer fluctuations between being fully dropped
or utilizing the full available bandwidth without sharing with other flows.

3.3 Video Traffic in MPLS and BE

The video source Starwars-IV movie sequence is used with packet size of 200B
and peak rate of 1.9Mbps, [3]. MPLS simulation done in this study examines
the significance of Traffic Engineering through the MPLS architecture. In the
first part of the experiment, all flows are video streams and they are defined
to traverse over the bottleneck link, e.g., through the path of routers R1-R2-
R3-R4. This is the case of simulating the classical IP network where no traffic
engineering is applied.

The measured number of dropped packets in the Best-Effort architecture,
Figure 5, is significantly high per each flow, especially Flow1 and Flow4.
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Fig. 5. Video Dropped Packets in non-MPLS Architecture (left) and MPLS Architec-
ture (right)

The simulated network is examined with providing the concept of traffic
engineering through defining explicit route for the flow S1-D1 as well as the flow
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generated by the source S4 to the destination D3. This means the source S1 has
to traverse the path of routers R1-R6-R7-R8-R4 while source S4 has to traverse
the path R5-R2-R7-R8-R4. The traffic sources S2 and S3 are examined with
constrained routed path R1-R2-R3-R4 with controlled bandwidth consumption
limited to 2Mbps. Both flows S1 and S4 experience no packet loss, Figure 5,
due to the new uncongested paths where all links are underutilized with enough
bandwidth for the two flows.

4 DiffServ

The sample network topology, Figure 6, consists of two core routers, C1 and
C2, and three edge routers, E1, E2 and E3. The edge routers E1 and E3 are
connected to four source nodes, S1, S2, S3 and S4 as traffic generators and the
edge router E2 connects three destination nodes, D1, D2 and D3. The whole
network is connected with links of 10Mbps bandwidth and 5ms delay.

S1

S2

S3

D2

D3

S4

D1

E1 C1 C2

E3

E2

Fig. 6. Sample Multi-LAN Model

Nodes E1 and E3 are defined as boundary ingress routers. Ingress routers are
placed at the entry points of the network. In an ingress boundary router a Policy
is specified by the network administrator regarding the level of the service that
the class of traffic should receive in the network. This means Policy is used to
mark the incoming packets and it is established between source and destination
nodes. All flows matching that source-destination pair are treated as a single
traffic aggregate.

4.1 Video Streaming in DiffServ Architecture Versus BE

The simulation scenario considers all traffic sources are video traffic sources. This
means, in this experiment, the DiffServ and Best-Effort topologies are compared
when all traffic sources are generating video streams with one video source con-
nected to each node.
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Fig. 7. Throughput of Video Flows in DiffServ and BE Architecture

At router nodes in DiffServ topology, Expedited Forwarding Service is config-
ured as traffic aggregation. It uses RED queuing mechanism with default values
of minimum threshold of 10 packets, maximum threshold of 20 packets and 0.1
maximum dropping probability.

Bottleneck link with capacity of 2Mbps and latency of 5ms is configured
between nodes C2 and E2.

Monitoring the throughput of each traffic source shows that traffic shapingwith
DiffServ gives better results than the Best-Effort. Traffic shaping with DiffServ
architecture helps to avoid the spikes of the bursty nature of the video traffic.

In order to identify the difference in throughput of BE and DiffServ simu-
lated architecture, the throughput per flow in a DiffServ versus the Best-Effort
architecture is displayed in Figure 7. These figures show that DiffServ topology
gives better results in performance than the Best-Effort for three sources S1, S2
and S3. This better performance is due to the RED queuing technique which
manages efficiently to avoid congestion than the Drop Tail queuing mechanism
of Best-Effort.

The simulation shows that the number of packets dropped in DiffServ archi-
tecture is higher than the Best-Effort, Figure 8.

This is due to the traffic conditioner that drops the packets that are not
within the defined traffic profile. Since all video traffic are defined to be Ex-
pedited Forwarding Service (EF), packets that are out-of-profile are discarded.
However, to avoid discarding all packets, the minimum parameters of Token
Bucket (TB) is defined for this simulation scenario. This means CIR is defined
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Fig. 8. Number of Dropped Packets in DiffServ (left) and BE (right) Architecture

to the value of 3Mbps and CBS of 200bytes. Despite the loss in DiffServ archi-
tecture is much higher, but it shapes the traffic and realizes better performance
especially in case of presenting a bottle-neck link within the topology. Jitter cal-
culation and the mean end-to-end delay has shown better results with DiffServ
architecture.

4.2 Audio Streaming in DiffServ Architecture Versus BE

The same topology conditions were applied to simulate only audio transmission
through connecting RealAudio traffic to the source nodes. Node in this simula-
tion setup simulates a subnet of 100 audio sources where all traffic is RealAudio
with peak rate of 100Kbps. The bottleneck link is kept at the same position with
bandwidth of 5Mbps. The simulation duration in this case was limited to 20sec.

Throughput measurement shows that, in Best-Effort architecture, one subnet
RealAudio traffic source has managed to reach its destination. The rest of flows
are fully discarded. The DiffServ architecture manages to deliver three of four
flows, Figure 9.
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Fig. 9. Throughput of RealAudio Flows

That is a consequence of the bottle-neck link and the bandwidth consuming
RealAudio traffic. DiffServ architecture treats this problem and gives signifi-
cantly better performance.

Still DiffServ topology manages to support three out of four traffic sources.
Traffic generated by the fourth source is completely discarded due to bandwidth
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limitation. On the other hand, Best-Effort manages to support only traffic from
one source while intermediate routers discard the packets coming from other
traffic generators.

This simulated behavior differs from the reality. In reality the intermediate
routers do not process packets per source but just packets regardless of their
sources. Consequently, the traffic generated from all sources will be subject to
dropping or discarding. Therefore, all traffic sources will not be received in an
accepted form from the human perception point of view.

4.3 Streaming of Different Traffic Sources in DiffServ Architecture
Versus BE

A mixture of video, audio, and FTP traffic sources were applied to the same
topology as follows:

– FTP source is connected to node S1
– Video1 is connected to node S2
– RealAudio is connected to node S3
– Video2 is connected to node S4

Two FTP sources are connected to node S1 with peak rate of 300kbps. Node
S3 represents a subnet with 100 established RealAudio traffic generators where
each connection has peak rate of 100kbps.

FTP traffic in DiffServ architecture is defined as Assured Forwarding (AF)
traffic. Video and audio traffic are defined as Expedited Forwarding (EF) service.

This simulation scenario focuses on the simultaneous influence and behavior
of different traffic types. Therefore, the bottleneck link was raised in this section
of study.

In this simulation non-conforming EF traffic is dropped and non-conforming
AF traffic is remarked to indicate a higher drop probability. The CIR and CBS
of AF are set to 0.7Mbps and 200B respectively. For EF traffic the CIR and CBS
are defined to 4Mbps and 200B respectively.
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Fig. 10. Media Throughput in a Mixture of Traffic Sources

The results of throughput comparison shows that FTP traffic in Best-Effort is
discarded while the DiffServ architecture supports traffic coming from all sources
to reach their destinations, Figure 10.
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5 Conclusion

This paper contributes to the domain of multimedia communication systems
through a simulation study in the area of Traffic Engineering and QoS con-
siderations in the direction of routing and switching protocols concerned with
multimedia communication systems.

The objective of the simulation study is not only to examine the networking in-
frastructure algorithms. More important is to establish the different multi-
participant scenarios in multiparty applications. This means to study the effect
and behavior of traffic versus traffic. It is to study the inter-behavior of one or more
types of multimedia traffic in the existence of other kinds of multimedia traffic.
This area of study introduced in this paper hardly exists in the prospective of the
research studies on the measurement track and on the simulation track.

The simulation study proves better network performance with MPLS archi-
tecture regarding the bandwidth consumption of available network links. Band-
width utilization is a main issue to consider with the current IP architecture.
However, with multimedia traffic delay and jitter are vital parameters to measure
the performance of the multimedia communication networks. Therefore, MPLS
by itself is not capable to guarantee minimum delay or jitter of a certain flow of a
multimedia traffic source. It cannot provide a mechanism to manage for certain
flow prioritization. Therefore, it has to be considered with DiffServ. Integrating
DiffServ with MPLS is reserved for future publications.

This simulation study has shown that DiffServ architecture can improve the
delivering quality of multimedia traffic, even under heavy load conditions. The
bandwidth allocation can be managed within different traffic streams which is
not the case with Best-Effort architecture where packets of more than one stream
are discarded in the presence of a bottleneck link.
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Abstract. In this paper, we propose the audio watermarking algorithm based on 
the critical band of HAS(human auditory system) without audibly affecting the 
quality of the watermarked audio and implement the detecting algorithm on the 
BSS(broadcast synchronizing system) for testing the proposed algorithm. 
According to the audio quality test, the SNR(signal to noise ratio) of the 
watermarked audio objectively is 66dB above. In the robustness test, the 
proposed algorithm can detect the watermark more than 90% from various 
compression (MP3, AAC), A/D and D/A conversions, sampling rate 
conversions and especially asynchronizing attacks. The BSS automatically 
switches the programs between the key station and the local station in 
broadcasting system. The result of reliability test of implemented system by 
using the real broadcasting audio has no false positive error during 90 days. 
Because of detecting once processing per 0.5 second, we can judge that the 
false positive error does not nearly occur. 

1   Introduction 

Watermarking technologies for audio contents have been developed by many 
researchers. The spread spectrum technique by Cox et al.[2] is one of the most 
popular algorithms. As a watermarking method using digital filter, Ciloglu et al.[3] 
proposed a watermarking method which used phase variation by all pass filtering. But 
his algorithm included the defect which must synchronize the audio signal for 
watermark detection. 

In this paper, we propose the audio watermarking algorithm and the BSS(broadcast 
synchronizing system) which automatically switches a program between the key 
station and the local station in broadcasting system. The proposed watermarking 
method has the robustness for asychronizing attacks as well as add-noise, channel 
conversion and lossy compression. To detect the watermark information effectively, 
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we transform the input signal by fast Fourier transform(FFT), calculate the magnitude 
spectrum, convert the calculated spectrum in logarithm scale and then detect 
watermark. 

We implement the detecting algorithm on the BSS for testing the proposed 
algorithm. When the local station sends the self-made program in the middle of 
broadcasting the program received from the key station, the switching of the program 
between the key station and the local station should be synchronized[1]. This 
synchronization is done by detecting the audio watermark embedded in the call sign, 
broadcasted audio signal. The experiments show the good results in broadcast 
environments. 

2   Proposed Audio Watermark 

2.1   Requirements of Watermark for BSS 

The watermarking algorithm for BSS, which is proposed in this paper, has been made 
under the condition mentioned below ;  

The first condition is the inaudibility. This condition is generally required in the 
audio watermarking algorithm. The degradation of the audio quality due to the 
watermark insertion must not be recognized by consumer. This is somewhat 
subjective. On the other hand, SNR(signal to noise ratio) is generally used as the 
objective method.  

The second condition is the robustness.  The most of audio format serviced at on-
line is the lossy compression format such as MP3, AAC, WMA, etc. Therefore, the 
watermarking algorithm proposed must be robuster for the lossy compression than 
for any other attacks. Various attacks can be done to remove the watermarks 
embedded in the original and the lossy compression(MP3, AAC, WMA, etc) is a 
usual process for listening the music. Also, the original music can be played and 
copied with microphone or line input. Therefore, watermarks embedded in the 
audio contents must be alive through attacks such as A/D, D/A, time-scaling, and 
pitch-shift.  

The Third condition is the capability of real-time implementation. In order to 
detect the watermark embedded in broadcasting signal within short time, 0.5 
second, and make a sync control signal, the algorithm must be so simple that the 
watermark can be detected with a little amount of calculation. Also, the algorithm 
must require as little amount of memory for program and data as possible because 
of hardware-restriction and have capability to detect the watermark only with 
integer operation. 

2.2   Frequency Characteristics of HAS 

The watermarking algorithm designed in this paper uses the frequency characteristics 
of HAS(human auditory system) for the imperceptibility. The HAS is largely 
composed of three parts, outer ear, middle ear and inner ear.  
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Figure 1 shows basilar membrane(BM) of cochlea in inner ear. The basilar 
membrane responds more to high frequencies at the entrance to the cochlea. As the 
sound vibrations penetrate more deeply into the cochlea, BM response becomes more 
sluggish, corresponding to filters with lower center frequencies. The resonant 
frequencies of various points along the BM and critical bands of HAS are shown in 
Figure 1(a) and (b)[7].  

   
(a)                                   (b) 

Fig. 1. Critical band of HAS : (a)resonance frequencies according to the position of basilar 
membrane in cochlea  (b)critical band 

Table 1. Critical bands by Zwicker[8] 

Bark f (Hz) f  (Hz) Bark f(Hz) f  (Hz)

0 001 100 12 1270 280 

1 100 100 13 2000 320 

2 200 100 14 2320 380 

3 300 100 15 2700 450 

4 400 110 16 3150 550 

5 510 120 17 3700 700 

6 630 140 18 4400 900 

7 770 150 19 5300 1100 

8 920 160 20 6400 1300 

9 1080 190 21 7700 1800 

10 1270 210 22 9500 2500 

11 1480 240 23 12000 3500 

Table 1 shows the critical bands analyzed by Zwicker[8]. The critical bandwidth of 
1kHz is 190Hz. But the bandwidth of 4kHz is 900Hz which is broader than that of 
1kHz. That is, the critical band becomes broader as the band frequency goes from low 
to high frequency and the human ear cannot analyze minutely so much. 

The filters designed in this paper use the characteristics of the critical bands. The 
stop bandwidth of the designed notch filter is 100 Hz, which is narrower than the 
critical bandwidth of 2.8~5.6kHz.    
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2.3   Structure of the Proposed Algorithm 

In this Section, the 4 bits watermark embedding method is proposed. The proposed 
algorithm requires the design of digital filters in advance. Digital filters are designed 
by the elliptic filter method in Matlab signal toolbox. Table 2 represents the 
specification of designed digital filters. With the consideration which the designed 
system is used in broadcasting system and the watermarked signal is mainly voice, we 
designed the band stop filters such as Table 2. The energy of the tested voice signal is 
weak above 6kHz frequency. So, the processing bands of the designed filters are set 
to 2.8~5.6kHz. The stop bandwidths are set to 100Hz not to perceive the watermarked 
signal. 

The input signal is decomposed into the several frequency bands by the wavelet 
transform. The needed frequency bands(0~5.5kHz, 5.5~11.1kHz)  among the 
decomposed frequency bands are selected and then filtered by the previously designed 
filters such as Table 2.  It is in order to reduce the side effect which distorts the 
neighborhood frequency components by filtering.  

Table 2. Specification of the designed digital filters 

1) Embedding watermark  
Figure 2 shows the structure to embed the watermark into an audio signal, where the 
cover signal is the original audio signal and the stego signal is the watermarked signal 
which contains the information embedded on the cover signal. In Figure 2, there is the 
determination part for embedding the watermark, which decides whether embedding 
the watermark on cover signal or not for increasing security.  

The input signal is decomposed into the several frequency bands by the wavelet 
transform. And then we do the forward-backward filtering to prevent the phase 
distortion[5]. Figure 3 shows the procedure of the forward-backward filtering.  

Figure 4 shows the embedding watermarks using Figure 2 embedding scheme. The 
three subband signals are filtered among four subband signals. 



 Broadcast Synchronizing System Using Audio Watermark 157 

 

Fig. 2. Structure of the watermark embedding 

 

Fig. 3. Procedure of the forward-backward filtering 

2) Extracting watermark  
Figure5 represents the procedure of extracting the watermark. We can detect the 
filtering effect clearly by processing 1024 or 2048 samples per frame in 44.1kHz 
sampling frequency, because the stop bandwidth is about 80Hz. The frame size  
N = 1024 is set and the watermarked information limited within the maximum 
threshold is empathized by the logarithmic function. From the empathized frequency 
peaks, the location of peaks can be known. The embedded watermark is reconstructed 
by using lookup table in Table2.  

Eq. (1) shows that the audio signal is transformed into the frequency spectrum with 
the logarithm scaling and then we compute the ensemble mean by averaging the sum 
of N's sequences as  
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where M(n) is n-th ensemble mean, N is a frame number for ensemble mean, m is 
sample number per frame and audio is audio-sequence played.  
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Fig. 4. Example of embedding watermark using wavelets  

 

Fig. 5. Structure of extracting the embedded watermarks 

3   Broadcast Synchronizing System 

3.1   Structure of  BSS 

The Figure 6 is the structure on the broadcast synchronizing system in the 
broadcasting system.  

In the key station, the watermark is embedded in the audio file to be used on the 
converting time and this audio file is kept in the digital audio file server.  
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A program is transmitted from the key station to the local station via the public 
wave. In the local station, this program is received by the audio receiver and the 
received audio signal is sent to the synchronized signal detector.  

The synchronized signal detector checks whether the watermark is embedded in the 
input audio signal or not. If the watermark is detected, the local station stops 
transmitting the key station program and converts to send the self-made local station 
program.  

 

Fig. 6. Structure of the broadcast synchronizing system(Co-worked by MBC)  

3.2   Implementation 

The dedicated hardware is designed for the system stability and the precise and real-
time implementation. The BSS has to detect the sync signal within the short time, at 
least 0.5 second, and transmit it to the control signal generator.  Although the 
condition mentioned above can be fulfilled under the PC basis, the PC system doesn't 
guarantee the system stability and the real-time processing. Therefore, we used 
DSP(digital signal processor) chip so that we get the speedy computation and the 
stability.  

As a DSP chip, TMS320VC5410 -160MIPS (million instructions per second) of TI 
is used. Figure 7 shows the block diagram of implemented system.  

Data converters, such as A/D, D/A, convert the input analog stereo signal to the 
digital signal of 44.1kHz stereo 16bit ADPCM type and convert the digital stereo 
signal to the analog stereo signal in the same time. These procedures have been used 
to generate the loop back signal by which the state of input signal can be monitored.  
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Fig. 7. Block diagram of the implemented system 

Fig. 8. Used voice signal 

The memory block is composed of 128kWords flash memory. This system can 
process two broadcasting signals simultaneously. The computational power of 
maximum 40MIPS is consumed per 1 channel. 

DSP performs the real-time detection of watermarks in the input broadcasting 
audio signal with watermark detecting algorithm.   

If the watermark information inserted as a sync signal is detected, a sync signal is 
transmitted to the  monitoring PC through USB port. Then, the monitoring PC saves 
log files which have the information of when the sync signal detected and how many 
times detected.  
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Figure 8 shows the voice used in this experiment, which is sampled from the male 
speaker. Horizontal axis means seconds and vertical axis means the magnitude(dB) 
of wave. -inf means the absolute silence and 0 dB means the maximum magnitude 
of which 16 bits data can represent and -90.3dB means the minimum magnitude.  

4   Experiments 

In this Section, to test the performance of broadcast synchronizing system, the 
proposed algorithm was tested on the actual broadcasting situations for the false 
negative error. Also it was tested for compression, A/D, D/A, noise adding and aging 
test for false positive error during 90 days.  

4.1   Audibility Test 

The most generally used method for the quantitative evaluation of sound quality is to 
measure SNR. SNR can be expressed as follows:  

                             dB
Noise

Signal
SNR )(log10 10⋅=                                     (2) 

where  Signal is signal power and Noise is noise power.  
Although SNR test is not sufficient in audibility test, the noise is known not to be 

detected when SNR is above 60dB.  
The watermarks are embedded on the four test audio and SNR values are 

measured. Table 3 shows the test result. These SNR values are above 66dB, which 
values mean little degradation of the watermarked audio.  

Table 3. Experiment result for 4 sample(SNR, dB) 

4.2   Robustness Test 

The proposed algorithm is compared with the spread spectrum method[2][8] to verify 
the merit of the proposed algorithm. Although there are many methods, the common 
drawback of the spread spectrum methods is that they must find the sync of each 
frame to correlate the watermarks with the watermarked audio signal.  

Table4 shows a very weak feature about the desynchronizing attacks such as a 
pitch shift and time scaling. However, the proposed algorithm improves these 
defects.  
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The result of reliability test of implemented system by using the real 
broadcasting audio has no false positive error during 90 days. Because of detecting 
once processing per 0.5 second, we can judge that the false positive error does not 
nearly occur.  

Table 4. Performance comparison with the spread spectrum and proposed method 

detection rate 
attack item 

spread spectrum method proposed method 
amplitude compression 46% 53% 

channel conversion 91% 94% 
+10% 27% 90% 

pitch shift 
-10% 13% 94% 
+10% 2% 96% 

time scaling 
-10% 2% 96% 

noise adding -36dB 88% 94% 
128kbps 90% 94% 

MPEG1 MP3 
96kbps 84% 91% 

128kbps 92% 94% 
MPEG2 AAC 

96kbps 86% 91% 

5   Conclusion 

We proposed the new audio watermarking algorithm and design the broadcast 
synchronizing system to automatically switch the programs of the key broadcasting 
station with those of local stations. The proposed algorithm can embed the watermark 
by using the band stop filters, which are designed based on critical band of  
HAS(human auditory system). 

The objective audibility test represents 66dB above and there are little degradation 
of audio quality. In robustness test, the detection rate is 90% over from the various 
attack such as compression (MP3, AAC), add noise, channel conversion and 
especially represents robustness about asynchronizing attack (pitch shift and time 
scaling). 

The BSS automatically switches the programs between the key station and the 
local station in broadcasting system. When the local station sends the self-made 
program in the middle of broadcasting the program received from the key station, the 
switching of the program between the key station and the local station should be 
synchronized. The result of reliability test of implemented system by using the real 
broadcasting audio has no false positive error during 90 days. Because of detecting 
once processing per 0.5 second, we can judge that the false positive error does not 
nearly occur. 
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Abstract. Realistic broadcasting is considered as a next generation 
broadcasting system supporting user-friendly interactions. In this paper, we 
define multi-modal immersive media and introduce technologies for a realistic 
broadcasting system, which are developed at Realistic Broadcasting Research 
Center (RBRC) in Korea. In order to generate three-dimensional (3-D) scenes, 
we acquire immersive media using a depth-based camera or multi-view 
cameras. After converting the immersive media into broadcasting contents, we 
send the immersive contents to the clients using high-speed and high-capacity 
transmission techniques. Finally, we can experience realistic broadcasting 
represented by the 3-D display, 3-D sound, and haptic interaction. 
Demonstrations show two types of broadcasting systems: the system using a 
depth-based camera and the system using multi-view cameras. From the 
realistic broadcasting system, we can generate new paradigms for the next 
generation digital broadcasting. 

Keywords: Realistic broadcasting, Immersive media, Technologies of a realistic 
broadcasting system. 

1   Introduction 

As the rapid development of telecommunication techniques and high-speed networks, 
we live in an age of the information revolution and the digital epoch. Humans acquire 
useful knowledge and information through the Internet since high-speed networks are 
connected with high-performance personal computers. We cannot only feel deep 
impressions by a high definition television with a large screen and a high power 
speaker, but also call to someone using a cellular phone with moving pictures. In 
addition, banking services and product purchases are possible at home. The digital 
technologies make a human life more convenient and livelier. 

It is not too much to say that the essence of the digital age is the multimedia 
technologies for digital broadcasting. The digital broadcasting system converts analog 
multimedia data into digital multimedia data and then transmits the digitized data to 
the end users. The digital broadcasting is suitable for a high-quality and multi-channel 
broadcasting in comparison with an analog broadcasting. Furthermore, a digital 
broadcasting system can make use of the frequency bandwidth effectively and have 
great advantages for the data broadcasting. 
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Figure 1 shows the whole development trends of the digital broadcasting [1]. As 
shown in Fig. 1, the tendency for broadcasting services will change from one-
directional services to bi-directional services or interactive services such as a 
stereoscopic TV, a three-dimensional (3-D) TV, and a realistic broadcasting. In the 
broadcasting service quality aspect, the next generation broadcasting will be a high 
quality 3-D broadcasting system.  

Black-and-White
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Interactivity

TV

UDTV

TV

Internet TV
Broadcasting
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Internet
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DCATV
Broadcasting
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Fig. 1. The trends in digital broadcasting 

Especially, realistic broadcasting makes an appearance for the next generation 
broadcasting. Realistic broadcasting provides not only high quality visual services, 
but also a variety of user-friendly interactions. Unlike other digital broadcasting 
systems, we can experience the realism through our five senses.  

Several countries have already served 3-D broadcasting experimentally using their 
satellites. Furthermore, a large number of researchers are interested in developing 3-D 
displays and 3-D data processing techniques since the scale for 3-D data markets is 
supposed to be three billion dollars in 2010. In this paper, we will survey the 
technologies for a realistic broadcasting system, described by Realistic Broadcasting 
Research Center (RBRC) in Korea, so as to keep pace with this trend. 

2   Immersive Media and Realistic Broadcasting 

The existing media services focused on 2-D audio-visual data owing to the 
technological limits. The audio-visual data were not enough to give us the vividness 
through the five senses of human. However, we can represent and treat high-capacity 
media easily, as the computer hardware and software progress rapidly. 

It is conservative to say that enhanced digital multimedia services lie in the advent of 
multi-modal immersive media and the technology of realistic broadcasting. Multi-modal 
immersive media indicate the data overcoming the spatial-temporal limit. As examples 
of the multi-modal immersive media, there are computer graphic models, 3-D video, 
multi-channel audio, haptic data, and the information for the sense of smell.  
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Realistic broadcasting can be defined by a broadcasting service system using multi-
modal immersive media so as to endow the end users with the realism. Immersive 
contents indicate the broadcasting contents with the multi-modal immersive media. 
Figure 2 shows the conceptual illustration for realistic broadcasting.  

Fig. 2. Realistic broadcasting services 

A number of international research centers and universities have persevered in their 
efforts for developing the core technologies related to realistic broadcasting. 
Holographic display techniques have been developed in Massachusetts Institute of 
Technology. The ATTEST project, archived from 2002 to 2004, gave us a possibility 
for realizing 3-D TV [2]. With a new project named by 3DTV, started in September 
2004, the development of the commercial European 3-D broadcasting system has 
been in progress [3]. O’Modhrain and Oakley [4, 5] discussed the potential role that 
haptic or touch feedback might play in supporting a greater sense of immersion in the 
next generation broadcasting system [6]. In recent years, multi-view video coding has 
been a big issue in MPEG 3DAV standards [7]. Likewise, NHK research center in 
Japan have been developing 3-D display and 3-D sound technologies [8], and 
Fraunhofer Heinrich Hertz Institute (FhG-HHI) in Germany exploits the efficient 
compression scheme based on 3-D object modeling [9].  

Previous researches related to realistic broadcasting have been archived by the unit 
of small group individually. In order to develop a feasible realistic broadcasting, we 
need to integrate various technologies. In this paper, we will introduce the 
incorporated technologies to realize a realistic broadcasting system. 

3   Technologies for Realistic Broadcasting 

The realistic broadcasting system can be divided into four parts largely; the 
acquisition of immersive media, the editing of immersive contents, the transmission 
of immersive contents, and the display of immersive media. Figure 3 shows the key 
technologies of the realistic broadcasting system. 

Haptic display

Interactive multi-view display
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Fig. 3. Overall system of realistic broadcasting 

In the process of the acquisition for immersive media, we generate 3-D models 
and 3-D photo-realistic backgrounds using a number of 2-D stereo cameras or a 
depth-based camera. Also, we can obtain 3-D sound corresponding to the 3-D 
models. In general, we pass through a camera calibration so as to obtain the exact  
3-D data.   

In order to make 3-D scenes, called by the immersive contents, from the acquired 
3-D data, we need to edit the immersive media. In the process of the editing for 
immersive contents, we combine the 3-D video, 3-D audio, and other additional data, 
such as haptic information. 

Basically, the immersive contents require a tremendous amount of data. In order to 
store the immersive contents compactly and transmit them efficiently, we need to 
compress the immersive contents. Moreover, we also need to develop a proper 
network protocol for the high-capacity transmission. 

Finally, we display received immersive media with a high definition television. At 
the client side, we can watch 3-D scenes with stereoscopic displays. Moreover, 
various user-friendly interactions are supported by a view interaction, a haptic 
display, and bi- directional data transmission. 

3.1   Acquisition of Immersive Media 

Before generating immersive contents for realistic broadcasting, we need to acquire 
immersive media from 3-D data acquisition devices. After obtaining immersive data, 
we need to do multi-modal immersive media modeling. Figure 4 shows the immersive 
media acquisition technologies.  
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Fig. 4. Immersive media acquisition 

3.1.1   Generation of Computer Graphics Models  
In order to acquire computer graphics (CG) models, we use 3-D data scanning device 
or graphic tools. Basically, CG models are composed of 3-D coordinate data and 
attribute data such as colors, normal vectors, and textures. We need to estimate and 
compensate the colors and surface materials of CG models since the acquisition 
environments are various according to lighting and temperature conditions. Figure 5 
shows the devices for the immersive media acquisition including a 3-D scanner. 

(a) 3-D scanner (b) Multi-view Camera (c) Depth-based Camera

Fig. 5. Immersive media acquisition devices 

3.1.2   Generation of Depth Video 
Depth video indicates a sequence of depth images and texture images. For 
accomplishing the realistic broadcasting system, we should generate 3-D scenes in 
real-time. With a depth-based camera and a number of stereo cameras, we can 
generate 3-D scenes based on depth video. While we can obtain the depth data 
through stereo matching when we use a set of stereo cameras, we can get the depth 
information directly by the depth-based camera. 

3.1.3   Generation of Multi-view Panoramic Image 
Multi-view panoramic images are used for 3-D backgrounds in our realistic 
broadcasting system. After obtaining images by a set of stereo cameras, we execute 
the local stitching and the global stitching so as to make a 3-D panoramic image. 
Finally, we should optimize the geometry data since the stitching can cause errors. 
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3.1.4   Relighting 
When we combine 3-D models and photo-realistic environment, we need to know the 
similar light conditions with photo-realistic environment to render 3-D scenes 
naturally. As shown in Fig. 6, after obtaining a high dynamic range (HDR) image by 
estimating the lighting conditions, light probe, and high-resolution cameras, we adapt 
the acquired light conditions to 3-D scenes.  

Fig. 6. Relighting using HDR 

3.1.4   Generation of Immersive Audio 
In general, 3-D video data can play a role for realistic broadcasting contents when 3-D 
audio and 3-D sound are accompanied. Therefore, the generation of immersive audio 
is an important part in the generation of immersive media. The immersive audio and 
sound are obtained by evaluating the audio direction and distance using a head related 
transfer function (HRTF) estimator. 

3.2   Editing of Immersive Contents 

After acquiring immersive media, we need to edit the immersive media and convert 
them into immersive contents for realistic broadcasting. As shown in Fig. 7, there are 
an auto-segmentation, special effects, an editing system for immersive media, and a 
broadcasting item generation.  

Fig. 7. Immersive Contents Editing 
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3.2.1   Auto-segmentation and Special Effects 
As the essential techniques for immersive content editing, auto-segmentation defines 
immersive media as a unit of object and extracts the objects from 3-D backgrounds. 
After the segmented objects are applied by special effects such as warping and 
morphing techniques according to usages, new immersive contents are generated with 
combination between the segmented objects and other immersive media.  

3.2.2   Editing System 
In order to synthesize each immersive media and generate 3-D scenes in timeline, we 
need to obtain a 3-D scene descriptor. The 3-D scene descriptor indicates the 
relationship between CG models and generated depth video in each frame. In an 
editing system for realistic broadcasting, we reallocate the immersive media by 3-D 
scene editors and generate the 3-D scene descriptor. At the client side, we can 
regenerate 3-D scenes by analyzing the transmitted 3-D scene descriptor. 

Fig. 8. Auto-segmentation and editing system 

3.2.3   Broadcasting Item Generation 
The broadcasting item generation is important parts to support an interactive data 
broadcasting system. In order to communicate broadcasting servers and clients, we 
should provide a variety of items and metadata. We can generate and convert items 
for realistic broadcasting by adapting MPEG-21 digital item adaptation (DIA) and 
stereoscopic techniques in the MPEG-7 standard.  

3.3   Transmission of Immersive Contents 

For realistic broadcasting services, we need to compress the immersive contents 
efficiently and transmit them through high-speed networks. Immersive contents 
transmission technology supports multi-view video coding, CG model compression, 
immersive media scalability, high-capacity transmission, and immersive content 
server technology.  Figure 9 shows the immersive contents transmission technologies. 

3.3.1   Graphic-Based Model Coding 
We need to compress graphic-based models since they also require a large amount of 
data. Graphic-based model coding can be divided into two parts: static model coding 
and dynamic model coding. For static model coding, we usually use a mesh-based 
compression scheme provided by the MPEG-4 SHNC standard. Also, we mainly use 
an interpolator compression (IC) scheme for dynamic models. 
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Fig. 9. Immersive contents transmission 

3.3.2   Multi-view Video Coding 
Realistic broadcasting should provide natural and continuous 3-D video in real-time. 
In order to support such a multi-view 3-D video, it is beneficial for us to use the 3-D 
multi-view video. Basically, we develop the multi-view video coding algorithms to 
transmit the video data within limited-bandwidth networks. In order to compress the 
multi-view video, we use intermediate view reconstruction (IVR) [10] and layered 
depth image ( LDI ) [11]. 

Fig. 10. Multi-view video compression using LDI 

3.3.3   Immersive Media Scalability  
Immersive media need to be scalable so as to serve the realistic broadcasting 
according to the capacity and environment of clients. By using the scalability of the 
immersive media, we can enjoy the realistic broadcasting in anyway and anywhere. 
We support the immersive media scalability according to the region of interest, view-
dependence, and the distance of immersive media. 
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3.2.4   High-Speed and High-Capacity Transmission 
In order to send the immersive content with high speed, we need to change the 
amount of transmitted data according to the network situation and protocols. We need 
transcoding schemes and layered representation techniques for immersive media and 
we consider the robustness and required bandwidth. Furthermore, a priority scheme 
for determining the order of packets is required for a high-capacity transmission. 

Fig. 11. Immersive contents transmission 

3.2.5   Immersive Contents Transmission Server Technology  
Since the clients share immersive contents simultaneously in the realistic 
broadcasting, it is necessary to develop the transmission server technology for 
supporting the interactive data broadcasting. Moreover, we need to exploit the packet 
distribution techniques with immersive contents. The content transmission server 
technologies are composed of server composition and interactive support techniques.  

3.4   Display of Immersive Media 

The immersive media display technology provides 3-D display, 3-D sound and haptic 
display. There are surrounding environment recognition services, stereoscopic format 
conversions, haptic display techniques, and 3-D audio regeneration techniques in 
immersive media display technologies. Figure 7 shows the immersive media display 
technologies. 

3.4.1   Surrounding Environment Recognition 
The surrounding environment recognition is used to trace the eyes of clients. As 
analyzing the viewpoints and actions of clients, terminals display various stereoscopic 
images with respect to the viewpoints of the end users. We develop the surrounding 
environment recognition technique using a head-tacking camera. 

3.4.2   Stereoscopic Format Conversions 
In order to adapt the existing immersive contents to terminals, we need to develop the 
3-D converting techniques. When the input contents are provided by page-flip, 
interlace, interleave, top-down, side-by-side, and sync double schemes, we convert 
the input contents into a proper format that is possible to display at a terminal.   
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Fig. 12. Immersive media display 

3.4.3   Haptic Display 
The realistic broadcasting can not only watch and listen to the broadcasting contents 
by 3-D display and 3-D sound, but also support haptic display so as to touch and 
control the immersive contents. Haptic information is a sense with human’s muscles 
and skins. We can use the haptic data in educational and entertainment programs such 
as a scientific documentary and a fishing television program. Also, haptic information 
can be used for a home shopping channel by supporting surface and shape 
information of the goods. 

3.4.4   Audio Recognition and 3-D Audio Generation 
We need to develop an interface using an audio recognition technique for the realistic 
broadcasting system. We can get useful information from a television by an audio 
interface, as well as changing a channel and immersive contents. In addition, the 
acquired immersive audio and sound can be regenerated by 3-D sound techniques. 

4   Demonstrations of Realistic Broadcasting 

We have evaluated the system using multi-view stereo cameras [12] and the system 
using a depth-based camera [13] for the realistic broadcasting  in  the  forum provided 

Fig. 13. System using multi-view cameras 
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by Information Technology Research Center (ITRC) in 2005. The system using multi-
view cameras includes the surrounding recognition, high-capacity and high-speed 
transmission, and stereoscopic conversion techniques. On the other hand, the system 
using a depth-based camera includes the 3-D data modeling, stereoscopic display and 
haptic rendering techniques. 

Fig. 14. System using a depth-based camera 

5   Conclusions 

In this paper, we define a realistic broadcasting system and review the technologies 
for realistic broadcasting, described in RBRC. In order to generate immersive media, 
we use the multi-view cameras and a depth-based camera. After converting the 
immersive media into immersive contents for the 3-D scenes, we send the immersive 
contents to the client by high-speed and high-capacity transmission techniques. 
Finally, we can experience the 3-D display, 3-D sound, and haptic display at the client 
side. The trends of recent broadcasting are changing from one-directional 
broadcasting systems to interactive bi-directional broadcasting systems. The realistic 
broadcasting, supporting the interactive bi-directional broadcasting system, is 
supposed to be the next revolution in the history of television.  

Acknowledgements. This work was supported in part by Gwangju Institute of 
Science and Technology (GIST), in part by the Ministry of Information and 
Communication (MIC) through the Realistic Broadcasting Research Center (RBRC), 
and in part by the Ministry of Education (MOE) through the Brain Korea 21 (BK21) 
project. 

References 

1. Ministry of Science and Technology of Korea, National Technology Roadmap, 2003. 
2. Redert, A., Op de Beeck, M., Fehn, C., IJsselsteijn, W., Pollefeys, M., Van Gool, L., Ofek, 

E., Sexton, I., Surman, P.: ATTEST–Advanced Three-Dimensional Television System 
Technologies. Proceeding of International Symposium on 3D Data Processing (2002)  
313–319. 

3. http://3dtv.zcu.cz/. 
4. O'Modhrain, S., Oakley, I.: Touch TV: Adding Feeling to Broadcast Media. Proceeding of 

the European Conference on Interactive Television (2003) 41-47. 



 Realistic Broadcasting Using Multi-modal Immersive Media 175 

5. O'Modhrain, S., Oakley, I.: Haptic Interfaces for Virtual Environment and Teleoperator 
Systems. Proceedings of Haptics (2004) 293-294. 

6. Cha, J., Ryu, J., Kim, S., Eom, S., Ahn, B.: Haptic Interaction in Realistic Multimedia 
Broadcasting. Proceeding of Pacific Rim Conference (2004) 482-490. 

7. Multi-view Video Coding using Shared Picture Memory and Shared Vector Memory. 
ISO/IEC JTC1/SC29/WG11 M11570 (2005). 

8. McMillan, L.: A List-Priority Rendering Algorithm for Redisplaying Projected Surfaces. 
University of North Carolina, (1995) 95–105. 

9. Duan, J., Li, J.: Compression of the LDI. IEEE Transaction on Image Processing, Vol. 12, 
No. 3, (2003) 365–372. 

10. Bae, J. W., Park, H. J., Kim, E. S., Yoo, J.: An Efficient Disparity Estimation Algorithm 
Based on Spatial Correlation. Journal of SPIE Optical Engineering Vol.42, No.1, (2003) 
176-181. 

11. Ho, Y.S., Yoon, S.U., Kim, S.Y., Lee, E.K.: Preliminary Results for Multi-view Video 
Coding using Layered Depth Image. ISO/IEC JTC1/SC29/WG11 M11916 (2005). 

12. Lee, S., Lee, K., Han, C., Yoo, J., Kim, M., Kim, J.W.: Multi-view Stereoscopic High-
Definition Video over IP Networks for Next Generation Broadcasting. Proceeding of 
Pacific Rim Conference (2005). 

13. Cha, J., Kim, S., Kim, S.Y., Kim, S., Yoon, S.U., Oakley, I., Ryu, J., Lee, K. H., Woo, W., 
Ho, Y.S.: Client System for Realistic Broadcasting: A First Prototype. Proceeding of 
Pacific Rim Conference (2005).



Client System for Realistic Broadcasting:
A First Prototype

Jongeun Cha1, Seung-Man Kim2, Sung-Yeol Kim3, Sehwan Kim4,
Seung-Uk Yoon3, Ian Oakley1 Jeha Ryu1, Kwan H. Lee2,

Woontack Woo4, and Yo-Sung Ho3

1 Human-Machine-Computer Interface Lab.,
Gwangju Institute of Science and Technology,

1 Oryong-dong, Buk-gu, Gwangju 500-712 Republic of Korea
{gaecha, ian, ryu}@gist.ac.kr
http://dyconlab.gist.ac.kr

2 Intelligent Design & Graphics Lab.,
{sman, lee}@kyebek.gist.ac.kr
http://kyebek9.gist.ac.kr
3 Visual Communication Lab.,

{sykim75, suyoon, hoyo}@gist.ac.kr
http://vclab.gist.ac.kr

4 U-VR Lab.,
{skim, wwoo}@gist.ac.kr
http://uvr.gist.ac.kr

Abstract. This paper presents a prototype of a client system for Re-
alistic Broadcasting that can receive and process immersive media. It
provides a viewer which supports stereoscopic video display and hap-
tic interaction with the displayed media. The structure of the system is
introduced and each component is described. In order to show the fea-
sibility of Realistic Broadcasting, a home shopping channel scenario is
applied to the system and its demonstration is performed in an exhibi-
tion. We also discuss users’ comments and directions for improving of
Realistic Broadcasting.

1 Introduction

Realistic Broadcasting is a broadcasting service system using multi-modal im-
mersive media in order to provide users with realism, i. e., photorealistic and 3D
display, 3D sound, multi-view interaction and haptic interaction. The concept
and overview of Realistic Broadcasting is well introduced in [1].

However, new broadcasting and display technologies succeed or fail depend-
ing on how they are received by their audience. Now ubiquitous advances to
basic broadcast services such as colour display or stereo sound have been well
received. Indeed, it is now hard to imagine watching TV in black and white, or
listening to music without stereo sound. On the other hand, many technologies
that originally appeared promising have experienced a less illustrious history.
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c© Springer-Verlag Berlin Heidelberg 2005



Client System for Realistic Broadcasting: A First Prototype 177

The wrap-around displays found in IMAX cinemas have been relegated to a
niche domain. Many other advances, such as the primitive smell, touch and
stereoscopic displays pioneered by the cinema industry in the 1950’s (when it
was concerned its popularity would fade as televisions became commonplace)
have disappeared completely.

What is clear from this is that it is insufficient to simply develop new broad-
casting technologies; the opinions of viewers must be considered from the outset.
To achieve this we have developed a prototype system which represents the client
side of our proposed Realistic Broadcasting system. It implements only the in-
terface elements and not the technological architecture of the final system and
enables us to perform user evaluations of our system early on, potentially feeding
into a cycle of iterative development. It is this client system that we describe in
this paper.

In order to create a practical example of Realistic Broadcasting, we focused on
a home shopping scenario. Home shopping channel is a widespread broadcasting
format, and one that, due to its focus on showcasing products for consumers to
buy, seems likely to benefit from the additional realism of the media that we
aim to create. Imagine being able to not only see, but also feel or interact with
the products being described in the program. In the system we describe in this
paper, a shopping host introduces a number of items and guides viewers through
their features. The audience has a stereoscopic view of the scene and is able to
touch the products with a haptic interface.

This paper is organized as follows; Section 2 introduces a client system for
Realistic Broadcasting and describes detailed part of the system and its example
application, a home shopping. Section 3 explains processes of immersive media
acquisition and its edition based on the home shopping application. Section 4
describes a prototype implementation of the client system. Section 5 introduces
a demonstration of this prototype in ITRC forum and discusses users’ comments
and directions for improvement of the client system for Realistic Broadcasting.

2 Client System for Realistic Broadcasting

A typical broadcasting client system receives, processes and displays content in
the form of video and audio media. In the case of digital television broadcasting,
the client system also serves as an interactive user interface, typically allowing
Internet browsing or e-commerce applications. For Realistic Broadcasting, we
propose a client system that can receive and process immersive media and pro-
vide a viewer which supports stereoscopic video display and haptic interaction
with the displayed media. In order to achieve this, the streamed media needs to
include a 3D representation. Typically, such representations are generated en-
tirely computationally, and as such only apply to artificial, virtual scenes. Their
creation is also laborious and time consuming. In our Realistic Broadcasting
system, we are mainly concerned with the capture of real scenes, and so those
techniques are largely inappropriate. As an alternative, we use depth imaging
techniques to represent 3D information derived from raw camera data for static
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Fig. 1. Client system block diagram

Fig. 2. Home shopping channel scenario

background and depth image captured directly from a depth camera for dynamic
part of a scene. However, for objects that are intended for focused, detailed in-
teraction we rely on traditional computer generated models, as they are of a
high quality. For haptic rendering of these objects, we augment the graphical
models with haptic properties, varying the stiffness, friction and texture as ap-
propriate. Combining this 3D information together with a stereo audio stream
yields an immersive media format that we believe will results in viewers attain-
ing increased levels of immersion with the displayed content. These immersive
media are then edited and coordinated in 3D space to make meaningful and
interesting contents. A scene editor produces a scene descriptor which includes
the displayed media identification and the location in the screen. The client sys-
tem is mainly composed of two parts, a scene renderer and a haptic renderer
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as shown in Fig. 1. Using the 3D information embedded in the media stream,
the scene renderer synthesizes the streamed immersive media by following the
scene descriptor instruction and produces a stereoscopic view of the contents. In
order to display this view, we simply draw the scene from two virtual camera
locations, representing the position of each of the viewer’s eyes. We can then
use one of a number of 3D display technologies to actually present the image to
viewers. In this prototype, we used shutter glasses, as they are an established
and reliable technology. The haptic renderer receives the synthesized scene data
from the scene renderer and acquires the position of the viewer’s hand from a
haptic device. It calculates a contact force from these two data, and transmits
this back to the haptic device, enabling the viewer to touch the objects and
environment shown in the scene. Two different haptic rendering algorithms are
used in this prototype, one specifically designed for the depth video [2], the other
for the virtual objects [3].

In order to create a practical example of Realistic Broadcasting, we focused
on a home shopping scenario. Fig. 2 shows a snapshot of the shopping channel
scene. At the beginning of the scenario, a shopping host gives opening comment
and starts to introduce a product. While explaining the product appearance and
function, the host disappears and the product comes to foreground of the scene.
Then, the host guides viewers to touch and manipulate the product with a haptic
display. We showcased three products, a PDA, a sofa and a gold mask in the
scenario. Viewers are able to touch the depth video as well as the products.

3 Immersive Media Acquisition and Edit

Image acquisition in our system was split into two parts, one encompassing the
static and the other the dynamic elements within a scene. In our home shopping
scenario the dynamic parts of the scene were essentially limited to the actress
playing the show host, while the static parts were the background or setting
against which she was situated. Distinguishing between these two elements is
commonplace in broadcasting, and is facilitated by ”blue screen” systems that
enable actors to appear in front of arbitrary backgrounds. The technologies we
used to capture depth video for both of these components are discussed below.

3.1 3D Static Background

Image-based 3D reconstruction of the background environment is a crucial factor
in creating a visually realistic scene. Furthermore, a photo-realistic background
allows an actor to manipulate augmented virtual objects while walking around
the generated background by removing/augmenting virtual objects and interact-
ing with them. Fortunately, off-the-shelf multi-view cameras are able to generate
a background model of sufficient quality for our prototype.

The process of generating the photo-realistic background model is as follows.
First an appropriate physical set is constructed. Lighting is adjusted to match the
both the background and dynamic foreground objects. We then use a Digiclops,
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Fig. 3. Environment and System setup for capturing 3D static background

Fig. 4. Captured photorealistic background. (a) Textured view (b) Wireframe view.

a multi-view camera, to acquire a pair of images [4]. The Digiclops calculates
3D coordinates through disparity estimation. After generating a 3D point cloud
for each camera position, a projection-based registration method is used to align
adjacent 3D point clouds [5], creating a basic depth image. This image is then
refined based on the spatio-temporal properties of the 3D point clouds by using
adaptive uncertainty regions. Further refinement takes place by searching for
correspondences in the projection of the 3D point clouds with a modified KLT
feature tracker [6]. Next, the 3D point clouds are fine-registered by minimizing
errors. Finally, each 3D point is evaluated with reference to correspondences, and
a new color is assigned. In Fig. 3, the process for generating the photo-realistic
background is illustrated with a real environment, Fig. 4 (a), one part of the
generated background and Fig. 4 (b) the corresponding 3D model.
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3.2 Dynamic Depth Video

It is more challenging to acquire depth information from dynamic scenes as they
need to be captured and processed in real time. To obtain the dynamic depth
stream in our prototype, we used a depth video camera [7] that produces both
RGB color and depth signals in real time. Fig. 5 shows the capture system
setup in the studio. The depth camera captures a depth value for each screen
pixel in its field of view (FOV) using a time-of-flight technique. It is capable of
generating an 8-bit (256 level) depth image and makes it possible to record the
depth information that pertains to real moving objects at video frame rate.

As we filmed, we set the capture depth range to cover the movement of the
actress as illustrated in Fig. 6. For this reason, objects outside of this range were

Fig. 5. System setup for capturing the depth video

Fig. 6. Selected images of depth video
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not detected, and the depth value is reported to be zero for these pixels. This
process ensures our depth image has the highest possible resolution around the
objects that we are interested in and allows us to easily segment the data using
a threshold histogram.

Each depth image represents the 3D position of the actress, but also con-
tains quantization errors and optical noise as the depth value represents the
scaled distance from the camera to the actress in only 8 bits. To increase the
quality of the depth image we apply a 3D reconstruction technique [8]. The
depth image is processed with segmentation, noise filtering, and adaptive sam-
pling techniques based on the depth variation. From the refined depth image
we generate a smooth 3D mesh using the Delaunay triangulation method. We
then apply a further Gaussian smoothing technique. Finally, the 3D surfaces
are graphically rendered, and we generate a final depth image from Z-buffer
produced by this process.

3.3 3D CG Model

In our initial production, the three virtual models in Fig. 7 are the subject
of the home shopping segment; the actress describes the features of these ob-
jects. The models were purchased on the Internet. The inclusion of these three
models allows us to experiment with the effects of 3D display and haptic ex-
ploration of virtual objects in our Realistic Broadcasting scenario. Typically,

Fig. 7. CG models are composed into real scene

virtual model data consists of geometrical information and surface properties
such as colour and visual texture. For haptic rendering we augmented the mod-
els with physical properties such as stiffness, friction, and roughness. We also
attached a button force model to the buttons of the PDA virtual object, which
enabled the viewers to push against them, and feel the resultant resistance
and clicks.
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3.4 Immersive Media Editing : Scene Descriptor

In order to synthesize the immersive media into a single timeline, we generated
a 3-D scene descriptor. The 3-D scene descriptor specifies the translation and ro-
tation information of the computer graphics models for each frame of the depth
video. The structure of a 3-D scene descriptor is summarized by

[NumDepthImage][ObjectUpdateFlag][NumObject][ObjectTag][ObjectData]

Fig. 8. A part of the scene descriptor used in our system

NumDepthImage represents the depth image to be rendered in the current
frame. The value of NumDepthImage will be NULL when there is no depth
image for the current frame. ObjectUpdateFlag indicates whether the 3-D scene
is to be updated or not. NumObject is the total number of graphic-based models
currently in the scene and ObjectTag is the index of graphic-based model to be
rendered in the current frame. Finally, ObjectData indicates the translation and
rotation information for the virtual models. Figure 8 shows a part of the 3-D
scene descriptor.

4 Client System Prototype Implementation

4.1 Hardware

The prototype was implemented on an Intel based PC (Dual 3.2Ghz Pentium IV
Xeon, 3GB DDRRAM, nVidia QuadroFX 4400 PCI-Express) under Microsoft
Windows XP. We used PHANToM premium 1.5/3 DOF made by SensAble Tech-
nologies as our haptic display as shown in Fig. 9 [9]. The PHANToM provides
high-performance 3D positioning and force feedback plus a 3 DOF orientation
sensing gimbal. By wearing and moving a thimble attached to end of the device,
viewers can move a sphere avatar on screen and touch the virtual scene. The
stereoscopic display was provided through CrystalEyes shutter glasses.

4.2 Software

Initially, we experimented with SD (standard definition, 720x486 pixels) depth
video. In order to display stereoscopic depth videos with OpenGL, we assigned
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Fig. 9. Client system prototype

column indexes, row indexes and depth values to x, y and z positions. Color infor-
mation was taken from captured RGB image. Finally, all points were triangulated
by adding a diagonal edge. However, after initial tests indicated our system was too
slow for real time display, we reduced the graphical resolution to 360x243 pixels.
However, we did not reduce the haptic resolution; it remained at SD levels.

The haptic rendering algorithm was implemented using PHANToM Device
Drivers Version 4.0 and HDAPI. The HDAPI is a low-level foundational layer
for haptics and provides the functions to acquire 3D positions and set the 3D
forces at a near real-time 1Khz servo rate.

5 Conclusion

Our prototype was demonstrated at the ITRC Forum held at the COEX exhi-
bition center in Seoul, Korea on the 9th to 11th of June 2005. Figure 10 shows
snapshots of the demonstration. Over its three day run, this event attracted
many visitors, including IT experts and academics as well school children and
the general public. To gain initial impressions of our prototype, we took ad-
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vantage of this event by creating a questionnaire and attempting to gauge user
reactions. While we acknowledge that this sort of evaluation is no replacement
for formal empirical study, we found the process useful and informative, and were
able to both take encouragement from its results, and to use the comments we
received to shape our thinking and influence the next generation of our designs.
Most users showed interest in touching both the products and the shopping host.
Since the majority of visitors had not experienced force interaction with virtual
objects through a haptic device, it was necessary to guide them in their ini-
tial explorations. For the most part, young people easily adapted to being able
to touch and explore the scene. However, some users had trouble positioning
the haptic device on the virtual objects and stated that they found the haptic
interaction unnatural.

We attribute this response to a number of factors. The first problem was the
display discrepancy between the haptic and graphic workspaces. The graphical
display on the screen commands user attention and is the mechanism through
which they regulate their position in the virtual scene. However, the workspace
of the haptic device they are manipulating in order to perform this control is
not coincident to the graphical display. In our system, the haptic device sits to
the side of the screen. Although this is a common configuration for haptically
enabled VR systems, this discrepancy can be challenging for novice users. The
second problem was the use of a sphere avatar to represent the user’s fingertip;
some users did not immediately understand that it represented their position,
which led to some confusion. This problem can be easily solved by substituting
the sphere with an avatar that resembles a human hand, or perhaps a simple tool
such as a pen. The final problem was simply that it was difficult to perceive the z
position, or depth, of the sphere avatar within the scene. Although we provided
a stereoscopic view to try to prevent this sort of problem, the differently scaled
scene and device positioning made it difficult to precisely locate the depth of
the cursor. A potential solution to this problem would be to render shadows, or
some other more explicit representation of depth.

Fig. 10. Demonstration in ITRC forum 2005
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Some people also commented that the background scene and the shopping
host didn’t merge seamlessly. This is due to the different lighting conditions in
effect during the filming. Although we attempted to use similar light conditions,
this process needs refining before we produce more media segments. Finally, a
few users commented that they disliked the shutter glasses. The full value of
this prototype can only be appreciated when viewed with a 3D display system.
However, we acknowledge that the 3D display used must not negatively impact
upon the TV experience to which viewers are accustomed. It must allow them
the freedom to sit anywhere, with no need for special glasses, and it must be
comfortable for prolonged viewing. We are currently considering the adoption of
alternative 3D display systems that meet these requirements.
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Abstract. This paper studies a novel cooperative transmission scheme that 
allows single-antenna users to benefit from spatial diversity for the uplink of 
TDD-CDMA systems. In such systems, the chip-synchronous transmission is 
attainable and thus, using orthogonal spreading codes can completely eliminate 
MAI in flat Rayleigh fading channels plus AWGN and make the user-
cooperation possible. The proposed cooperation scheme is applicable to any 
constant-envelope modulation and achieves the fullest diversity order, the low 
implementation complexity and the full data rate. The closed-form outage 
probability expression was also derived to verify its validity. A variety of 
numerical results reveal the cooperation significantly outperforms non-
cooperative counterpart under the same transmit power constraint. 

1   Introduction 

TDD-CDMA (Time Division Duplex-Code Division Multiple Access) has been being 
researched and experimented intensively and extensively to become a standard for the 
4th-Generation Mobile Communications System [1] due to its advantages such as 
design simplicity, efficient bandwidth utilization and high performance. In addition, a 
very interesting characteristic of TDD-CDMA is feasibility of chip-synchronous 
transmission in the uplink. The regular TDD slots allow a mobile to precisely detect 
changes in the propagation delay and to adjust its transmission time such that its 
signal may arrive synchronously with other users in the same cell. As a result, the 
orthogonal spreading codes assigned to each mobile can completely remove MAI 
(Multiple Access Interference) in flat Rayleigh fading channels plus AWGN 
(Additive White Gaussian Noise). 

In wireless networks, signal fading arising from multi-path propagation is a 
particularly severe channel impairment that can be mitigated through the use of 
spatial diversity [2]. However, when wireless agents may not be able to support such 
multiple antennas due to size or other constraints [3], the conventional space-time 
coding can not be used. To overcome this restriction, a new technique, called 
cooperative transmission [3]-[7], was born which allows single-antenna mobiles to 
gain some benefits of spatial diversity. In this paper, we propose a cooperation 
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scheme where two cooperative users share the same spreading code to exchange 
information together besides their own codes which are used by the base station to 
distinguish user from one another in the multiple access environment. Even though 
this waste of spreading code seems unreasonable, the group transmission mode [1] (a 
few users served in a time slot) in the TDD-CDMA systems makes the redundancy of 
spreading codes available and thus, taking advantage of redundancy to obtain high 
performance is very appropriate. In addition, the suggested cooperation scheme offers 
an appealing signaling structure to facilitate in detecting the signals based on MRC 
(Maximum Ratio Combining) with negligible implementation complexity of the 
receiver and to attain both full diversity and full rate. In the cooperation process, each 
user doesn’t perform hard detection on the signal of its partner as in [4] but rather, it 
simply estimates (by performing the despreading the received signal) and forwards 
the resultant signal to the destination. This not only reduces the processing time at 
each user but also avoids the wrong decisions that can adversely affect the overall 
performance at the destination. 

The rest of the paper is organized as follows. Part 2 presents the cooperation 
scheme and signal analysis in detail. In part 3, we derive the closed-form outage 
probability expression for the proposed cooperation. Then the numerical results 
are demonstrated and analyzed in part 4. Finally, the paper is closed in part 5 with 
many useful comments.     

2   Proposed Cooperative Transmission Scheme 

As discussed above, a TDD-CDMA system makes the chip-synchronous transmission 
in the uplink possible and as a result, the orthogonality of the spreading codes is 
remained for each user’s signal to be completely distinguishable at the receiver when 
the delay among the propagation paths between users and destination is within a chip-
duration. Therefore, the performance analysis of the multi-user system can be done in 
a similar fashion to the case of two users. For this reason, we only investigate a 
cooperative transmission consisting of two mobiles (MS1 and MS2) communicating 
with a base station (BS) in a cellular system during each time slot with the assumption 
that the mobiles can receive and send data simultaneously in the uplink. The basic 
idea is to construct a system such that signals transmitted by each user arrive at the 
base station through two independent fading paths while maintaining the same 
average power as a comparable non-cooperative system. 

 

Fig. 1. Transmit symbols distribution in a time slot 
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Fig. 1 illustrates the chronological order for transmitting the data of each user in a 
time slot for whom two different spreading codes are allocated: an own code Ci(t) for 
discriminating between active users and a cooperative code C3(t) for common usage. 
All original symbols (represented on the straight line: 1, 2, 3, 4, 5, 6, …) are spread by 
the cooperative code in succession to the own code. For example, a symbol sequence 
numbered 1-2-3-4, … will be spread by a spreading code sequence C3-Ci-C3-Ci, … 
However, the repeated symbols (denoted by arrows: 1, 3, …) always utilize the own 
code for spreading. Assuming that the echo cancellation at each mobile is perfect, 
each user only receives the signal from its partner and thus, one spreading code is 
sufficient to share information for a pair of users. Fig. 1 also indicates a structural 
reiteration of transmitted signals such that sending two symbols simultaneously (a 
new one and the replica of the symbol in the previous interval) is interleaved equally 
with transmitting only a new symbol. Such a repeat facilitates the signal processing at 
each side. Moreover, source data is sent continuously over the channel and therefore, 
the system obtains the full rate regardless of cooperation in progress. This is one of 
the advantages of the proposed cooperation scheme because most cooperation is paid 
for the loss of the data rate [3]-[7]. 

Table 1. Summary of transmit and receive signals 

User 1  
(MS1) 

User 2  
(MS2) 

Base station 
(BS) 

Symbol 
Intervals 

Transmit Receive Transmit Receive Receive 

1 β11a11C3 y11 β21a21C3 y21  
2 

2
*
11121

*
1212 CypCa +− β  y12 1

*
21222

*
2222 CypCa +− β  y22 yBS2 

3 
313112

*
121311113 CaCypCa ββ +−  y13 323211

*
222322123 CaCypCa ββ +−  y23 yBS3 

4 
2

*
13121

*
1412 CypCa +− β  y14 1

*
23222

*
2422 CypCa +− β  y24 yBS4 

5 
315112

*
141311313 CaCypCa ββ +−  y15 325211

*
242322323 CaCypCa ββ +−  y25 yBS5 

6 
2

*
15121

*
1612 CypCa +− β  y16 1

*
25222

*
2622 CypCa +− β  y26 yBS6 

… … … … … yBS7 

The new cooperation scheme applicable to MPSK-modulated signals or any kind 
of constant envelope modulation is illustrated in Table 1 with the assumption that the 
time delay of signal propagation between two cooperative users is negligible. The 
notations in Table 1 represent the following quantities. 

• aij: the user i’s jth modulated symbol. Without the loss of generality, its amplitude is 
assumed to be 1 and equally likely.  

• Ci(t): the user i’s spreading code given by 

( ) ( ) ( )
=

−=
N

n
Cii nTtpnctC

1

  

    where ci(n): the nth chip of the ith code, p(t): a unit-amplitude rectangular pulse with 
time duration equal to chip duration and N: the code length.  

• βij: the amplification factor for the ith user’s own signal. 
• pij: the amplification factor for the estimated signal of partner of user i. 
• yij(t): the signal of the ith user’s partner received during the symbol interval j. 
• yBSi(t): the received signal at the base station in the symbol interval i. 
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Moreover, there are the other channel parameters used throughout the paper such as 
α12, α13, α23 being the path gains of the channels between MS1 and MS2, MS1 and 
BS, MS2 and BS, respectively. We assume slow and flat Rayleigh fading, hence they 
are modeled as independent samples of zero-mean complex Gaussian random 
variables (ZMCGRVs) with variances 2

23
2
13

2
12 ,, σσσ  and constant during the two-

symbol transmission of any given user, but change independently to the next. Because 
of slow fading, accurate channel estimation is possible at the receiver [4]. Thus, we 
will assume perfect channel-state information at all the respective receivers but not at 
the transmitters. For the inter-user channel, it is also assumed to be reciprocal (the 
channel characteristics is similar for both directions). The alternative parameters 
n1ij(t), n0k(t) (i=1,2; j=1,2; k=2,3) are the noise samples corrupting the inter-user 
channel and MS-BS channel which are modeled as independent ZMCGRVs with 
variances 2

2
2
1 ,σσ , correspondingly. Finally, the Gaussian noise and Rayleigh fading 

are considered to be statistically independent. 
For convenience of exposition, we use complex base-band equivalent models to 

express all the signals. Now, consider the first three symbol intervals and assume that 
each user priorly knows the spreading codes of its partner (Ci(t) and C3(t)) while the 
BS is only interested in users’ own codes Ci(t). Due to having two signature 
sequences, each user must be equipped with two chip-matched filters separately, each 
of which for one code.   

Cooperation process works as follows. In the first symbol interval, users send their 
own data spread by C3(t). The received signal at the user i (i=1,2) is hence given by   

y11(t) = α12β21a21C3(t) + n111(t)                y21(t) = α12β11a11C3(t) + n112(t)    (1) 

At the end of this interval, each user obtains the information of its partner by chip-
matched filtering the received signal with the cooperative code. This filter’s output is 
the partner’s estimated signal distorted by fade and noise that is of the form 

( ) ( ) 111212112

0

31111

1
nadttCty

NT
y

CNT

C

+== βα

( ) ( ) 112111112

0

32121

1
nadttCty

NT
y

CNT

C

+== βα  

 

(2) 

Without the loss of generality, chip duration can be considered to be 1 time unit 
(TC=1). Thus, 

ijn1
are ZMCGRVs with variance N/2

1σ  hereafter, i=1,2; j=1,2. 

In the second symbol interval, each user amplifies the information
1iy received in 

the previous interval with the gain pij and sends it along with its own spread data. 
Therefore, during the second interval, the user i receives 

      ( ) ( ) ( ){ } ( )tntCyptCaty 1211
*
21222

*
22221212 ++−= βα  

( ) ( ) ( ){ } ( )tntCyptCaty 1222
*
11121

*
12121222 ++−= βα   

(3) 

where (.)* denotes complex conjugate operator.    
The despread signals produced at the end of the second interval corresponding to 

the above are given by  
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( ) ( ) 121
*
222212

0

21212

1
nadttCty

NT
y

CNT

C

+−== βα  

( ) ( ) 122
*
121212

0

12222

1
nadttCty

NT
y

CNT

C

+−== βα  

 

(4) 

In the third symbol interval, the user i constructs a following signal based on three 
sources of information: current symbol ai3, repeated symbol ai1 and the partner’s 
estimated information 

2iy  in the previous phase  

( ) ( ) ( )tCatCyptCa iiiiiiii 331'
*
2313 ββ +−   

where i’ stands for the index of the partner of user i, for example if i=1 and a 
cooperative pair are user 1 and user 2 then i’=2. 

Moreover in the last two intervals, the base station starts to receive and process the 
signals from the mobiles. Those received signals are given by   

( ) ( ) ( ){ } ( ) ( ){ } ( )tntCyptCatCyptCatyBS 021
*
21222

*
2222232

*
11121

*
1212132 ++−++−= βαβα  (5) 

  ( ) ( ) ( ) ( ){ }
( ) ( ) ( ){ } ( )tntCatCyptCa

tCatCyptCatyBS

03323211
*
22232212323

313112
*
121311113133

++−

++−=

ββα
ββα  

(6) 

Now, BS carries out decoding separately the signals for MS1 and MS2 during the 
second and third symbol-intervals by user-specific spreading codes.  

2.1   For User 1 

At the BS, the MS1’s estimated signals at the output of the chip-matched filter 
corresponding to the third and second symbol intervals are given by, respectively  

( ) ( ) 031
*
222323111313

0

1311

1
nypadttCty

NT
r

CNT

BS
C

+−== αβα  

                    
031

*
12223231212

*
122323111313 nnpapa +−+= αβααβα  

 

(7) 

( ) ( ) 021
*
212223

*
121213

0

1212

1
nypadttCty

NT
r

CNT

BS
C

++−== αβα  

                         
021

*
1122223

*
1111

*
122223

*
121213 nnpapa +++−= αβααβα  

 

(8) 

where 
ijn0
 are ZMCGRVs with variance N/2

2σ  hereafter, i=2,3; j=1,2.  

We choose  

β13 = β12                            p23β12 = p22β11 (9) 

Then, (7)-(8) can be rewritten as  

031
*

12223231212111111 nnpaar +−+= αγγ           
021

*
1122223

*
1112

*
121112 nnpaar +++−= αγγ  

(10) 
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where  

131311 βαγ =                                  
12

*
12232312 βααγ p=  (11) 

Based on (10), we design a MRC-based combiner to generate the soft decision 
statistics of a11 and a12 as follows 

12
*

12
*
111111 γγ rra +=                             

11
*

12
*
121112 γγ rra −=   (12) 

By passing (12) through the M-PSK demodulator, the original symbols a11 and a12 
are easily restored. In addition, (12) illustrates that the detection doesn’t require high 
hardware complexity. 

Substituting r11 and r12 in (10) into (12), we have 

( ) 1111

2

12

2

1111 naa ++= γγ                 ( ) 1212

2

12

2

1112 naa ++= γγ   (13) 

where 

( ) ( ) 12

*

021
*

1122223
*
11031

*
122232311 γαγα nnpnnpn +++−=     

                       ( ) ( ) 11

*

021
*

1122223
*
12031

*
122232312 γαγα nnpnnpn +−+−=  

(14) 

(13) shows that the proposed cooperative transmission scheme can provide exactly 
the performance as the 2-level receive maximum ratio combining.  

2.2   For User 2 

Similarly processing the received signals at the base station for user 2, we obtain   

( ) ( ) 032
*

12113132123232222
*
121313

0

2321

1
nnpaapdttCty

NT
r

CNT

BS
C

+−+== αβαβαα   (15) 

( ) ( ) 022
*

1111213
*
222223

*
2121

*
121213

0

2222

1
nnpaapdttCty

NT
r

CNT

BS
C

++−== αβαβαα   
(16) 

 Choose  

β23 = β22                      p13β22 = p12β21  (17) 

Let  

232321 βαγ =                                
22

*
12131322 βααγ p=   (18) 

Then, (15)-(16) are of the following form 

032
*

12113132222212121 nnpaar +−+= αγγ            
022

*
1111213

*
2122

*
222122 nnpaar +++−= αγγ  (19) 

and the 2nd user’s estimated symbols are given by 

( ) 2121

2

22

2

2122
*

22
*
212121 narra ++=+= γγγγ

( ) 2222

2

22

2

2121
*
22

*
222122 narra ++=−= γγγγ  

(20) 
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where 

( ) ( ) 22

*

022
*

1111213
*
21032

*
121131321 γαγα nnpnnpn +++−=

( ) ( ) 21

*

022
*

1111213
*
22032

*
121131322 γαγα nnpnnpn +−+−=  

(21) 

By carefully observing the signals in Table 1 and the intuitive data distribution 
shown in Fig. 1, we can find that all entities in the network iterate the signal 
processing procedure every two-symbol interval since each user transmits the signals 
of the identical structure in such intervals except the first symbol. This iteration is 
represented by either shaded or unshaded region in Table 1. It is also noted that the 
BS only pays attention to the received signal after the first symbol interval. As a 
consequence, the signal analysis for the next two-symbol intervals is similar to that in 
the 2nd and 3rd intervals: each mobile gets the information of its partner at the end of 
“odd” periods and “even” periods by despreading the received signals with the 
cooperative code C3(t) and partner’s code, respectively; and at the BS’s side, it also 
detects the signals for each user by the user-specific spreading codes Ci(t).  

2.3   Selection of Amplification Factors 

The amplification factors βij and pij are chosen to satisfy the long-term power 
constraint. Due to the repeating property in the signaling format of each user, the 
power constraint condition for user 1 (see the transmitted signals of user 1 in Table 1) 
is given by   

1

2

13
2

11

2

12
2
13

2

11
2

13

2

11
2
12

2

12
2

12

2
P

aypaypa
E =

++++ βββ  
 

and for user 2, 

2

2

23
2
21

2

22
2
23

2

21
2
23

2

21
2
22

2

22
2
22

2
P

aypaypa
E =

++++ βββ  
 

where P1, P2 denote average limited powers of user 1 and 2 over two consecutive 
symbol-intervals, correspondingly; E{.} is expectation operator. The values E{|

ijy |2} 

can be calculated from (2)-(4): 

{ } NyE /2
1

2
12

2
21

2

11 σσβ +=                 { } NyE /2
1

2
12

2
22

2

12 σσβ +=     

{ } NyE /2
1

2
12

2
11

2

21 σσβ +=                 { } NyE /2
1

2
12

2
12

2

22 σσβ +=  

 

Here |aij|
2 = 1 as assumed before. Thus 

( ) ( ) 1
2
1

2
12

2
22

2
13

2
1

2
12

2
21

2
12

2
13

2
12

2
11 2// PNpNp =++++++ σσβσσββββ  

( ) ( ) 2
2
1

2
12

2
12

2
23

2
1

2
12

2
11

2
22

2
23

2
22

2
21 2// PNpNp =++++++ σσβσσββββ  

 

Using the equalities in (9)-(17), we have 

( ) 1
2
1

2
13

2
12

2
12

2
21

2
12

2
12

2
11 2/22 PNppp =++++ σσβββ              

( ) 2
2

1
2
23

2
22

2
12

2
11

2
22

2
22

2
21 2/22 PNppp =++++ σσβββ  

 
(22) 
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3   Outage Probability Analysis 

Only user 1 is analyzed in the sequel and establishing the expressions for user 2 are 
followed in the identical manner because of the symmetry. For simplicity in deriving 
the outage probability, we consider the case that both users have the same transmit 
power (P1=P2=P) and choose all βij and pij to be equal (βij=β, pij=p). Thus, (22) can be 
rewritten as 

( )N

P
p

/2
32

2
1

2
12

2

2
2

σσβ
β

+
−=    

(23) 

which requires β2 ≤ 2P/3. The equality “=” of the above expression holds when users 
stop the cooperation. If we let β2 = δP where 0<δ≤2/3 represents the power sharing 
level for the cooperation, then (23) has the following form 

( )
( )NP

P
p

/2

32
2
1

2
12

2

σσδ
δ

+
−=  (24) 

In communications systems, a receiver is likely to successfully decode the 
transmitted data only if the received SNR remains above a certain minimum required 
(threshold) ratio. Therefore, the outage probability defined as the probability of failing 
to achieve simultaneously a SNR sufficient to give satisfactory reception is an 
appropriate measure to evaluate the performance of a communications system.  

(13) can be expressed in more compact form 

111111 naa += λ                            
121212 naa += λ  (25) 

where  

2

23

2

12
222

13
22

12

2

11 ααβαβγγλ p+=+=  (26) 

From (14) and the fact that all r.v.’s 
ijkn  are mutually independent of each other, 

conditioned on the channel realizations, n11 and n12 are also independent ZMCGRVs 
with the same variance 

( )λσσας NNp // 2
2

2
1

22

23
2 +=  (27) 

Since αij are ZMCGRVs with variance 2
ijσ , 2

13α=x , 2

12α=y  and 2

23α=z have 

exponential distribution with mean value 2
ijσ ; that is, ( ) x

xx
xexf λλ −= , ( ) y

yy
yeyf λλ −= , 

( ) z
zz

zezf λλ −=  in which  2
23

2
12

2
13 /1,/1,/1 σλσλσλ === zyx

 and x, y, z ≥ 0, are pdf’s of 

r.v.’s x, y, z, respectively. 
Rewrite (26)-(27) as follows 

11
222 yxzypx +=+= ββλ                 λς A=2   

where NNzpA // 2
2

2
1

2 σσ += . It is natural that x1 and y1 are also independent 

exponentially distributed r.v.’s with parameters ( )2
13

22
1 /1/ σββλλ == x

 and 

( ) ( )2
12

2222
2 /1/ σββλλ pzzpy == , correspondingly. 
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The pdf of λ, given z, can be computed by using convolution theorem 

( ) ( ) ( ) ( ) [ ]λλλλ
λ

λλλ
λ λλ

λλλλλλ 121211

11

21

21

0

121111
−−−−−

∞

∞−

−
−

==−= eedxeedxxfxfzf xx
yxz

  

with λ≥0. 
From (25)-(27), we find that a11 and a12 are attenuated and corrupted by the same 

fading and noisy level, their SNR is equal. As a result, outage probability of a11 is 
sufficient to evaluate the performance of user 1.  

(25) gives the SNR of user 1 at the BS as γ1=λ2/ς2=λ/A. Thus, it is easy to deduce 
the conditional pdf of γ1 given z from ( )zf z λλ

. 
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with γ1≥0. 
The outage probability conditioned on the channel realization is defined as the 

probability that γ1 is less than or equal to an threshold SNR γ 
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To compute the average outage probability POTG-C, we take the expectation of the 
above expression over the parameter z 
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The integral of POTG-C can be easily calculated by a numerical method [8]. 

4   Numerical Results and Discussions 

In the results presented below, SNR1, SNR2 and SNR3 are the signal-to-noise ratios 
of inter-user channel (MS1-MS2), MS1-BS channel and MS2-BS channel 
respectively defined by 2

1
2
12 /1 σσ PSNR = , 2

2
2
13 /2 σσ PSNR = , 2

2
2
23 /3 σσ PSNR = . 

Moreover, we adopt P=1, 12
2

2
1 == σσ  and the system of two active users. All 

spreading codes are also chosen from Walsh-Hadamard matrix of size 64x64. 
First of all, we consider the symmetric scenario where both users have channels of 

similar quality to the destination. For such symmetric networks, the outage probability 
of cooperative users is the same. Therefore, the graphs only show the performance of 
user 1. Fig. 2 shows the average outage probability of the TDD-CDMA systems with 
and without cooperation under the same transmit power constraint, δ=0.55 and the 
required SNR of -5dB. Additionally, the quality of inter-user channel changes with 
SNR1 of -5dB and 5dB. This figure demonstrates that the proposed cooperation 
scheme significantly outperforms non-cooperative counterpart and the performance 
improvement also keeps increasing proportionally to the increase of SNR1. For 
example, at the expected outage probability of 10-2 the cooperation achieves a gain of 



196 H. Van Khuong and H.-Y. Kong 

approximately 6dB over the non-cooperation regardless of the severe noise (SNR1=-
5dB) of the inter-user channel. In addition, due to the considerably steeper slopes of 
outage probability curves in the cooperation case than those of non-cooperation1, the 
cooperation performance is drastically enhanced with respect to SNR2. As a result, 
the partnership brings the benefit to both participants with which helps themselves 
overcome the detrimental effect of fading and noise. 
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Fig. 2. Outage probability comparison between cooperation and non-cooperation with δ=0.55 
and γ=-5dB in the symmetric case 

The influence of the power sharing level δ on the cooperation performance is 
illustrated in Fig. 3. It is seen that δ dramatically affects the cooperation efficiency. 
This is obvious because the nature of cooperation is to take advantage of the partner’s 
propagation path as the second independent diversity path to achieve the fullest 
spatial diversity. If one of two paths is seriously attenuated, the performance must be 
reduced. In the cooperation scheme, the signal attenuation can be derived from the 
channel characteristics as well as from the power allocation to transmit each user’s 
own data and its partner’s data which is controlled by the coefficients β and p. 
Therefore, the variation of δ that leads to the changes of β and p certainly causes the 
significant fluctuation on overall performance. However, in the wide range [0.1, 0.66] 
of values δ the cooperation always reveals the dominance over the direct 
transmission. Moreover, there exits an optimum value of δ that minimizes the outage 
probability. This value as shown in Fig. 3 is almost robust to the changes of the 
environment and roughly 0.6. 

                                                           
1 It is straightforward to prove the average outage probability of non-cooperative transmission 

to be ( )( )2
3

2
2_ /exp1 iNOTG NPP σγσ−−= . 
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Fig. 3. Outage probability as a function of  δ in the symmetric case 
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Fig. 4. Outage probability comparison between cooperation and non-cooperation with δ=0.55 
and γ=5dB in the asymmetric scenario 

Next, we investigate the asymmetric scenario, where one of the users has a better 
channel to the BS than the other user, by assigning the average SNR of MS1 to be 
5dB higher that of MS2; that is, SNR3=SNR2-5dB. The numerical results are 
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depicted in Fig. 4 for γ=5dB and δ=0.55. It is observed that the cooperation provides a 
5dB performance improvement at the target outage probability of 10-2 for both users 
over that of the non-cooperation. Thus, the cooperation proves to be beneficial not 
only for users with similar channel qualities to the destination, but also in the case 
when the users have significantly different channel qualities. As a consequence, any 
user has a motivation to cooperate with the others even though its propagation path’s 
quality is dramatically better than that of its partner. Moreover, the cooperation 
performance can be enhanced further when the channels’ quality is better. 
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Fig. 5. Evaluation of outage probability via δ in the asymmetric case 

Similar to Fig. 3, the factor δ plays an important role in enhancing the cooperation 
performance as the symmetry of the user channels to the BS is not guaranteed (see 
Fig. 5). In general, the cooperation is dramatically superior to direct transmission 
when δ > 0.2 and the optimum value of δ for the lowest outage probability slightly 
fluctuates around 0.6 which is almost independent of channels’ quality. 

5   Conclusion 

A novel cooperative transmission scheme for the uplink of TDD-CDMA system 
under flat Rayleigh fading channel plus Gaussian noise was proposed. The 
cooperation brought a considerable performance improvement over direct 
transmission in any channel condition. In presented results, the fact that all users have 
the same transmit power constraint (that means there is no need of power-control 
mechanism from the BS) exposes another advantage of the cooperation that the 
system is capable of resisting the near-far phenomenon. In addition, different from 
other cooperation schemes where the transmission rate is sacrificed to obtain spatial 
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diversity gain, our scheme can get the full rate as non-cooperation. Moreover, we 
design a MRC-based combiner to achieve the fullest transmit diversity without 
increasing hardware implementation complexity. Although the results of this paper 
serve the situation of the two-user system, it is straightforward to verify that the 
analytical expression is still applicable to the multi-user system without the 
degradation of performance if the transmission synchronization is remained. 
Furthermore, this scheme can combine the deployment of multiple receive antennas at 
the BS to reduce further the outage probability. 
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Abstract. Many scheduling disciplines have been proposed for the use
in CDMA 1xEV-DO like systems. The PF (Proportional Fairness) sched-
uler proposed by Qualcomm Inc. aims at proportional fairness among
users with diverse channel conditions. However, it lacks consideration
for the performance of the real time service. To overcome the short-
coming of PF scheduler, Lucent Technologies Inc. suggested M-LWDF
(Modified-Largest Weighted Delay First) scheduler for guaranteeing real
time service. However, M-LWDF delivers very poor performance for the
best effort traffic such as TCP flows. To overcome the shortcomings
of available schedulers for 1xEV-DO type environments, we propose a
novel scheduler, called BBS (Buffer Based Scheduler), targeting the per-
formance guarantee of real time service without service degradation or
starvation of TCP throughput. The simulation results show BBS pro-
vides better performance than PF or M-LWDF schedulers for a mixture
of realtime and non-realtime data in 1xEV-DO type system.

1 Introduction

1xEV-DO is one of the most widely used data oriented technologies in third
generation mobile communication[1]. It can support maximum downlink data
rate of 2.4 Mbps, which is much higher than CDMA 1x system. Even though EV-
DO throughput is much higher than that of CDMA 1x, EV-DO is not primarily
designed to support voice traffic; also neither provides backward compatibility
(RF support only), nor handoff. In other words, CDMA2000 1x is not evolved
into EV-DO, but EV-DO system is a type of add-on system to CDMA2000 1x for
supplemental data service. Therefore, EV-DO is applied to cells where a great
amount of data service demand exists. In practice, the deployed HDR(High Data
Rate)supporting cell looks more or less like a hot spot cell in the wireless LAN
system. Since it is not trivial to support VoIP in EV-DO, and considering that
the CDMA 1x system is much better than EV-DO to support voice service, we
expect that VoIP service may not attract big popularity in 1xEV-DO system.
Instead, most traffic in EV-DO system are in the form of streaming service

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 200–211, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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(e.g. VOD, AOD) and TCP (e.g. Web, Email, FTP). In this paper, we focus
on these two services, namely streaming and TCP, which are popular in 1xEV-
DO initial stage. Voice and streaming services belong to the group of real time
services, but streaming services have different characteristics from interactive
real time traffic (e.g. VoIP). Since the delay jitter bound is more important
than the absolute value of average delay for the streaming services,initial jitter
buffering is used to mitigate the delay jitter. Buffering allows streaming services
to tolerate larger delay jitter than ordinary real time service. This characteristic
of the streaming service is very important in terms of scheduling. Namely, in
case of a streaming service, the scheduler can utilize user diversity further for
throughput maximization without degradation of overall performance as in case
of interactive real time service. In streaming service, a ‘good scheduler’ needs
intelligent resource management based on information about buffer occupancy,
the channel condition of each user, and fairness among different users.

Qualcomm Inc. proposed PF (Proportional Fairness) scheduler[1] which pro-
vides a certain notion of ‘proportional fairness’. The PF compromises between
system throughput and fairness among users with diverse channel qualities. How-
ever, the PF scheduler is not designed to meet the performance guarantees of
real time services. To overcome the shortcomings of the PF scheduler, Lucent
Technologies Inc. suggested M-LWDF (Modified-Largest Weighted Delay First)
for guaranteeing real time service[2]. However, M-LWDF delivers very poor per-
formance for the best effort traffic such as TCP flows. The PF scheduler and
M-LWDF scheduler will be examined further in section 2. In this paper, we pro-
posed and analyzed a novel scheduling algorithm for the CDMA2000 1xEV-DO
type system, called BBS (Buffer Based Scheduler). BBS takes buffer occupancy
and delay constraint of each packet into account for scheduling decisions, while
achieving the goal of maximizing the throughput of best effort traffic and guar-
anteeing the performance of a streaming multimedia service. We denote ‘PF’ for
PF scheduler, ‘M-LWDF’ for M-LWDF scheduler. The proposed BBS algorithm
turns out to be a good fit for the mixed traffic of streaming service type and
TCP, which is the very current practical situation.

The rest of this paper is organized as follows: In Section 2, we describe
PF scheduler and M-LWDF scheduler in detail. In Section 3, we introduce the
proposed scheduling algorithm, BBS(Buffer Based Scheduler). In Section 4, we
present the comparative results by simulation among PF, M-LWDF, and BBS.
Conclusions are drawn in Section 5.

2 Previous Works for Schedulers

2.1 PF (Proportional Fairness) Scheduler

1xEV-DO adopts the AMC (Adaptive Modulation and Coding) scheme, which
can select among several data rates according to temporal channel variation.
In addition, the 1xEV-DO type system basically works in TDMA mode. In
other words, it chooses one user at a time and gives full power to the se-
lected user. 1xEV-DO base station must decide who should transmit data every
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1.67 ms. Channel condition (C/I) of each user is a primary factor in determin-
ing the data rate, and scheduler should take into consideration this factor when
deciding which user to transmit data. Depending on channel conditions, the PF
algorithm adopts a notion of fairness known as proportional fairness[3]. PF sched-
uler maximizes the overall system throughput while maintaining a certain level
of fairness. This algorithm maintains a history of each user’s RF conditions. The
time varying RF condition of a certain user causes the supporting data rates to
oscillate in the range of several discrete transmission rates. From the histogram
of each user, the scheduler calculates the moving average of rates and serves
data when the DRC (Data Rate Request Channel) is equal to or greater than
the average, but it does not serve when DRC goes below the average. In other
words, PF scheduler decides which user has a relatively good channel compared
to his average channel state. The algorithm of PF scheduler[4] can be expressed
mathematically as equation(1).

fs =
DRCi(t)

Ri(t)
(1)

DRCi(t) is the instantaneous request rate of user i at slot t, and Ri(t) is
the average throughput rate of user i at slot t. Scheduler will select user i who
has the largest value of fs. Ri(t) is a moving average of user i, so the scheduler
updates Ri(t) in every slot. We can express Ri(t) as in equation (2). A user who
is not currently receiving service has 0 for his current rate of transmission. Even
users for whom the scheduler has no data to send also get their average rate
updating. In our simulation, we assume tc = 1000 slots.

Ri(t + 1) = (1 − 1
tc

) × Ri(t) +
1
tc

× (current rate of i) (2)

2.2 M-LWDF (Modified-Largest Weighted Delay First) Scheduler

M-LWDF[2],[5] scheduler is proposed by Lucent Technologies Inc. This scheduler
can overcome the shortcoming of PF scheduler. PF scheduler provides fairness
to each traffic, but it does not guarantee various requests (e.g. real time traffic)
of services. On the contrary, M-LWDF scheduler tries to guarantee various QoS
requirements. If a user requests a real time service, the delay of most data packets
needs to be kept below a certain threshold. This requirement can be expressed
mathematically as follows,

Pr{Wi > Ti} ≤ δi (3)

where Wi is packet delay for user i, Ti and δi are delay threshold and max-
imum probability of outage, respectively. We can also consider a different QoS
requirement where average throughput Ri provided to user i should not be less
than some predefined value ri:

Ri ≥ ri (4)
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These two kinds of QoS requirements can be achieved with M-LWDF scheme.
In each time slot t, the scheduler serves the queue j for which is γjWj(t)rj(t)
maximized, where Wj(t) is the head-of-line packet delay for queue j, rj(t) is the
channel capacity with respect to flow j and γj is arbitrary positive constant.
In M-LWDF scheduling, γj = aj/rj , aj = −(logδj)/Ti, and rj is the average
channel rate with respect to user i are used. Wj(t) can be substituted with
Qj(t), which represents the queue length of user j. The problem of providing a
certain minimum throughput rj for each user can be also solved by the M-LWDF
scheduling algorithm, if it is used in conjunction with token bucket control. A
virtual token bucket is associated with each queue j. Token in bucket j arrives
at constant rate rj . In each time slot, the decision of which flow to serve is made
according to M-LWDF rule, although Wj(t) is not the delay of actual head-of-
line user j packet, but the delay of the longest waiting token in token bucket j.
Whenever the service for the certain packet completes, the number of tokens in
the corresponding bucket is reduced by the actual amount of data served. Since
token arrives at a constant rate, one can readily notice that Wj(t)=[Number of
tokens in the bucket i]/ rj . In this paper, we focus on streaming type of service,
and compare the performance of our proposed algorithm with M-LWDF criteria
for delay guaranteeing only.

3 Proposed Scheduler - BBS (Buffer Based Scheduler)

We expect that 1xEV-DO traffic is composed of mostly streaming and best effort
traffic in the early stage. Therefore, it is a safe bet that a scheduler optimized for
streaming and best effort service will be an excellent fit for practical services[6].

BBS is optimized for streaming and best effort services. This scheduler con-
siders streaming buffer size and occupancy. In addition, BBS scheduler also uses
channel state information. Fig. 1 shows how a base station receives information
regarding the status of channel and buffer.

Fig. 1. Delivery of C/I and buffer information from mobile stations
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Fig. 2. Buffer information exchanged between BS and mobile stations

A mobile station transmits information about buffer status as well as the
information about the channel state every 1.67 ms. Buffer information is com-
posed of the maximum buffer size and current buffer occupancy. BBS scheduling
function is defined as follows.

arg maxj ajDRCj log(S) (5)

In this procedure, buffer information controls the scheduling priority. Namely,
the priority value is inversely proportional to the current buffer occupancy for a
given flow (Fig. 2).

The flow, which will be served by scheduler in current time slot, is determined
by equation (5) (Table 1).

BI denotes initial buffer occupancy and BC means current buffer occupancy.
aj is defined by service type or service class, and it is 1 by default. In VoIP case,
priority is determined by f(Traffic). The value of f(traffic) is changed adaptively
by traffic load. The priority of VoIP needs to be determined adaptively by traffic
conditions like the case of M-LWDF. Priority of VoIP is not sensitive in lightly
loaded situation, but in highly loaded situation, the priority of VoIP must adjust
very sensitively to traffic load. In best effort case, we assume that it is higher
priority than remaining half or more buffer occupancy amount because stream-
ing services endure large delay jitter through buffering. Furthermore, we assume
there always exists a remaining half or more buffer occupancy for some users in
order to protect the TCP flows starvation in the system. We use log scale for
buffering occupancy for scheduling decision because value of BI/BC is exagger-

Table 1. Determining S for different traffic types

Case Streaming VoIP Best Effort

Value of S BIj

BCj
f(traffic) 2
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Fig. 3. Effect of using log scale

Fig. 4. Scheduling procedure for decoupling streaming and best effort service type

ated when BC becomes very small, as in Fig. 3(a). If we use log(BI/BC), this
problem can be remedied as seen in Fig. 3(b).

With the discipline in (5) only, we cannot guarantee fairness of best effort
service. For this reason, we use scheduling procedure depicted as in Fig. 4. If
TCP flow is selected by scheduling function, scheduler recalculates max. value
of users through PF algorithm among TCP flows. In this way, one can decouple
guaranteed performance for streaming service users and fairness among best
effort service users.

4 Performance Evaluation

We compare the performance of BBS with that of PF and M-LWDF in this
section. We carry out a simulation using NS-2[7]. The simulation setup is sum-
marized in Table 2. Packet size is fixed at 1024 bit and streaming frame size is
also fixed at 1 packet. HDR system supports 5 rates.
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Table 2. Simulation setup

Simulation Parameters Value

Packet size 1024bits
Streaming frame 1024bits (one packet)
HDR supporting rate 307.2Kbps

614.4Kbps
1228.8Kbps
1843.2Kbps
2457.6Kbps

Initial buffering time 2 seconds
Wireless channel Rayleigh Fading
Packet loss None (Using FEC)
Streaming source Random CBR (NS-2 support)
TCP version Reno
TCP source FTP (NS-2 support)
Link between MS and BS 10 Mbps
Propagation delay 0.1 ms
Queue management DropTail
Simulation Time 150 seconds

In addition, we use Rayleigh fading for channel and ignore packet loss owing
to channel error with the assumption of perfect AMC (Adaptive Modulation
and Coding). For the performance comparison, we compare throughput as well
as number of buffer exhaustion. Streaming service requires a certain level of min-
imum throughput together with bounded delay jitter. Buffer exhaustion event
means that packet inter-arrival time is over the delay jitter bound when contents
in buffer is about to be empty. Therefore, buffer exhaustion frequency (or dura-
tion) is an essential performance metric for scheduler performance comparison
in case of streaming service type.

4.1 Lightly Loaded Situation

We start with lightly loaded situation, where traffic is composed of 6 streaming
sources and 2 TCP sources. The 2 streaming sources have the rate of 125 Kbps,
another 2 streaming sources have the rate of 100 Kbps, and the remaining 2
streaming sources have the rate of 75 Kbps. Best effort service uses TCP Reno
version.

Fig. 5 shows the simulation results for the performance comparison with
those of PF and M-LWDF scheduler. Since PF scheduler focuses on fairness,
no guaranteed performance is applicable for streaming service in this case. M-
LWDF scheduler prioritizes the performance of streaming service but throughput
of TCP flows is severely damaged due to low priority in return. In case of BBS,
minimum TCP throughput is maintained while guaranteeing the performance of
streaming service.
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Fig. 5. Comparison of throughput in lightly loaded situation

Fig. 6. Total throughput of each scheduler in lightly loaded situation

Fig. 6 shows the comparison of total throughput of each scheduler. Total
throughput means bandwidth utilization of scheduler. The PF scheduler has the
maximum value of total throughput, and provides a better chance for favorable
channel conditions for each user without being constrained by the delay bounds
usually found in real-time service. On the other hand, the M-LDWF scheduler
gives higher priority to the delay bound of real time services than each channel
state. In other words, the M-LDWF scheduler can give a transmitting opportu-
nity to an user with poor channel conditions. However, BBS gives priority adap-
tively. If a given real time service has the margin of delay bound, BBS gives more
priority to best effort traffic. In opposite case, BBS gives higher priority to real
time service. Therefore, BBS has larger throughput than that of M-LWDF, but
BBS can provide a transmitting chances to a user with poor channel conditions in
the case that the delay bounds of a given real time service has no margin. There-
fore, total throughput of BBS does not exceed total throughput of PF scheduler.
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4.2 Heavily Loaded Situation

We carry out a simulation with total traffic intensity close to system’s maximum
capacity. Traffic composition is as follows. The 2 streaming sources have the rate
of 150 Kbps, another 2 streaming sources have the rate of 100 Kbps, while the
remaining 2 streaming sources have the rate of 75 Kbps. In addition, 2 TCP
flows are added in.

Fig. 7 shows the simulation results in this heavily load situation. In this case,
M-LWDF and BBS both guarantee streaming service rates while PF fails to
fulfill the requirements. For best effort service, M-LWDF penalize TCP flows
while BBS provides better throughput for the TCP flows.
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Fig. 7. Comparison of throughput in heavily loaded situation

Fig. 8. Total throughput of each scheduler in heavily loaded situation
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Table 3. Number of buffer exhaustion in heavily loaded situation

Number of Buffer Emptying PF M-LWDF BBS

150K(A) 759 124 0
150K(B) 756 120 0
125K(A) 24 0 0
125K(B) 28 0 0
100K(A) 0 0 0
100K(B) 0 0 0

In Fig. 8, we show the total throughput performance of each scheduler in a
heavily loaded situation. From the results, the comparison of total throughput
is quite similar to the results in a lightly loaded situation (Fig. 6).

Table 3 shows the number of buffer exhaustion events. PF scheduler can-
not prevent discontinuation of streaming services in heavily loaded situation.
Even M-LWDF shows considerable amount of buffer exhaustion for high rate
traffic(150kbps), while BBS provides zero buffer exhaustion even with high load.

4.3 Sensitivity of TCP Priority Value in M-LWDF

Since original M-LWDF scheduling discipline does not define the priority for
best effort service, we carry out simulation with various priorities (1,10,20,30)
of TCP in M-LWDF and compared the results with that of BBS.

Table 4. shows throughput of TCP flows in M-LWDF and BBS. With increas-
ing priority of TCP, throughput of TCP flows in M-LWDF increase. However,
when priority of TCP reaches value of 30, QoS of streaming service start to
deteriorate which can be checked by nonzero buffer exhaustion events observed
as in Table 5. On the other hand, BBS has higher TCP throughput than that
of M-LWDF in this case, while the event of empty streaming buffer is nonex-
istent in BBS case. In other words, in BBS case, TCP throughput is sustained
and decoupled with the real time service. We expect that implementation of
M-LWDF with minimum guarantee of TCP throughput is very challenging in a
real situation, since priority of TCP should be determined dynamically with the
time varying traffic situation, while BBS handles the situation without complex
fine tuning of priority values.

Table 4. TCP throughput comparison for M-LWDF and BBS

Throughput M-LWDF M-LWDF M-LWDF M-LWDF BBS
(Kbps) (TCP-1) (TCP-10) (TCP-20) (TCP-30)

TCP(A) 0.942 5.76 10.06 13.85 24.06
TCP(B) 0.935 5.76 10.16 13.99 23.25
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Table 5. Number of buffer exhaustion

Number of Buffer Empty M-LWDF M-LWDF M-LWDF M-LWDF BBS
(TCP-1) (TCP-10) (TCP-20) (TCP-30)

150K(A) 0 0 0 0 0
150K(B) 0 0 0 0 0
100K(A) 0 0 0 12 0
100K(B) 0 0 0 0 0
75K(A) 0 0 0 0 0
75K(B) 0 0 0 0 0

5 Conclusion

In this paper, we proposed and evaluated a novel scheduler for CDMA2000
1xEV-DO like environments with mixed traffic types. Existing schedulers serve
their purpose, such as fairness for PF and real time service performance guar-
antee for M-LWDF. Our proposed BBS aims at the performance guarantee for
streaming service types, while preventing starvation for the best effort services.
Contrary to PF scheduler, our scheduler (BBS) can guarantee the performance
of real time service, and contrary to M-LWDF, our scheduler guarantees TCP
throughput not to stifle. The performance of PF, M-LWDF, and BBS scheduler
is compared in various aspects. From simulation results, it is clear that BBS with
adaptive priority for streaming service shows very good performance in terms of
throughput as well as delay jitter.Thererfore, BBS prevents buffer exhaustion.
Moreover, it is easier to implement, since BBS can adapt to various environment
without manual priority setting.
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Abstract. Space-time block codes (STBC) are well-known for use in the co-
located multi-antenna systems to combat the adverse effects of fading channel. 
However, their application is limited in some scenarios where users can not 
support multiple transmit antennas. Therefore, we propose a solution of space-
time block coded cooperative transmission among single-antenna users in the 
multiple access wireless environments to obtain the powerful benefits of multi-
antenna system without the demand for physical arrays. The closed-form BER 
expression was also derived and compared to the simulation results to verify the 
validity of the suggested method. A variety of numerical results demonstrated 
the superiority of cooperative transmission over direct transmission under flat 
Rayleigh fading channel plus AWGN (Additive White Gaussian Noise). 

1   Introduction 

The space-time block coding can achieve the full transmit diversity specified by the 
number of the transmit antennas while allowing a very simple maximum-likelihood 
decoding algorithm, based only on linear processing of the received signals [1]. As a 
result, it has received a great deal of attention in recent years as a powerful coding 
technique to mitigate fading in wireless channels and improve robustness to interfer-
ence. However, its advantages are unachievable in some cases where wireless mobiles 
may not be able to support multiple antennas due to size or other constraints [2]. An 
efficient way to overcome this problem is to exploit cooperative transmission among 
single-antenna wireless mobiles to form a virtual antenna array [3]-[5]. Therefore, the 
Alamouti code [6] was applied in relay networks and wireless sensor networks to 
acquire the spatial diversity by using two relay terminals to forward the original data 
from the source node to the destination in the same signaling structure as that for the 
physical array [7]-[8]. Nevertheless, [7] only mentioned the signal processing from 
two intermediate nodes to the remote receiver without paying any attention to error 
transmission caused by the link between the sensor and the intermediate nodes which 
is faded and noisy in real and generic wireless networks. Such a case was solved by 
[8] in part but it did not show explicitly the way of detecting the data at the receiver 
and a closed-form BER expression. This motivates us to apply another space-time 
block code in such a same scenario but take into consideration the effects of all chan-
nels through which the original data can reach the destination and expose a tighter 
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cooperation among the source terminal and two relays. The decoding technique as 
well as the exact BER expression formulation is also illustrated in our paper.           

The rest of the paper is organized as follows. Section 2 presents a cooperative sig-
naling structure as well as the closed-form expression derivation for the error probabil-
ity. Then the numerical and simulation results that compare the performance of the 
proposed cooperative transmission with direct transmission are exposed in section 3. 
Finally, the paper is closed in section 4 with a conclusion. 

2   Proposed Cooperative Signaling Structure 

Consider a cooperative transmission in a generic wireless network where the informa-
tion is transmitted from a source terminal S to a destination terminal D with the assis-
tance of two relay terminals. All terminals equipped with single-antenna transceivers 
share the same frequency band and each terminal cannot transmit and receive signal at 
the same time. TDM (Time Division Multiplexing) is used for channel access and the 
signal format of each entity is shown in the Fig. 1.  

 Relay 1 
Source -z1,2 z1,1 -z1,4 z1,3 

x1 -x2 -x3 -x4 Relay 2 
 -z2,3 z2,4 z2,1 -z2,2 

Time slot 1 Time slot 2 

Fig. 1. Proposed cooperative signaling structure 

For simplicity of exposition, we use complex baseband-equivalent models to ex-
press all the signals. During its own time slot (represented as time slot 1), the source 
terminal broadcasts four BPSK-modulated symbols x1, x2, x3, x4 according to the 
structure x1, -x2, -x3, -x4 which will be received by the destination and two relays. 
Assuming that the channels among users (inter-user channels) and between the users 
and the destination (user-destination channels) are independent of each other. More-
over, all channels experience frequency flat fading and are quasi-static, i.e., they are 
constant during 4-symbol period but change independently to the next. Therefore, the 
signals received at the destination and two relays have the common forms as follows 

                                              
1,101, SiSiSi nxy += αε  (1a) 

2,202, SiSiSi nxy +−= αε  (1b) 

3,303, SiSiSi nxy +−= αε  (1c) 

4,404, SiSiSi nxy +−= αε  (1d) 

where  
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• ySi,j is a signal received at the terminal i from the source S during the jth symbol 
duration (i=1, 2, D denote relay 1, relay 2 and the destination D, respectively); j=1, 
2, 3, 4. 

• αSi is a fading realization associated with the link from the source S to the target i 
which is assumed to be an independent zero-mean complex Gaussian random vari-
able (ZMCGRV) with variance 2

Siλ . 

• nSi,j is a zero-mean additive noise sample of variance 2
Siσ  at terminal i in the jth 

symbol interval. 
• 

SP=0ε  is an amplification factor at the source where PS is average source power.  

In the second time slot, the relays are to simply amplify the signals received from 
the source and forward them simultaneously to the destination. These amplified sig-
nals obey the format in Fig. 1. Specifically, they are given by   

jSi
Si

Si
iji yz ,, α

αε
∗

=  (2) 

Here i=1, 2 represent relay 1 and relay 2, correspondingly; the coefficient 
SiSi αα /∗  

is used to correct the phase distortion caused by the link between S and i (it is implic-
itly assumed that the channel state information is estimated perfectly at the receivers 
but not available at the transmit sides); (.)* is the complex conjugate operator; εi is the 
scaling factor at relay i which is chosen as 

[ ] 222

, SiSiS

i

jSi

i
i P

P

yE

P

σλ
ε

+
==  (3) 

where Pi denotes the average power of the relay i and E[.] represents an expectation 
operator. Selection of εi as in Eq. (3) ensures that an average output power is  
maintained [9]. 

The signal processing at terminal D must be delayed until the relays have transmit-
ted signal sequences zi,j. In order to avoid inter-symbol interference at the destination 
terminal, we assume that the time delay between the two propagation paths containing 
a relay is negligible. After collecting all signals from the relays, the D is to simply add 
the relays’ received signals synchronously together with those from the source which 
are delayed a time-slot duration on the symbol-by-symbol basis. For further simplifi-
cation, we drop the time indices. Then the signal sequence of 4 consecutive symbols 
received at the D are given explicitly by 
   ( ) ( )
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S
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(4a) 

     ( ) ( )2,202,4,221,112 SDSDDDD nxnzzr +−+++= αεαα  
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(4d) 

where αmD are path gains of the channels between relay m and the destination D; 
m=1, 2.  

In the above expressions, nD,j is an additive noise sample at the destination in jth 
symbol duration of time slot 2. The quantities nD,j are modeled as ZMCGRVs with 
variance 2

Dσ . Also due to the assumption of slow and flat Rayleigh fading, αmD are 

independent ZMCGRVs with variances 2
mDλ . 

We can rewrite the received signals rj in more compact forms as  

13322111 nxhxhxhr +++=  (5a) 
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24312212 nxhxhxhr +−+−=  (5b) 

31342313 nxhxhxhr +++−=  (5c) 

42332414 nxhxhxhr ++−−=  (5d) 

by letting 

                                                  
SDh αε 01 =  (6a) 

11102 SDh ααεε=  (6b) 

22203 SDh ααεε=  (6c) 

1,1,3,2
2
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Due to the fact that all additive noise r.v.’s are mutually independent of each other, 
conditioned on the channel realizations, nj (j=1, 2, 3, 4) are also independent 
ZMCGRVs with the same variance 

222
2

2
2

2
1

2
1

222
2

2
2

2

2
2
1

2
1

2

1
2

DSDSSDSDSDSDn ba σσσεσεσσσεασεασ +++=+++=  (7) 

where 2

1Da α= , 2

2Db α=  are exponentially distributed r.v.’s with mean values 
2
2

2
1 , DD λλ ; that is, ( ) a

aa
aeaf λλ −= , ( ) b

bb
bebf λλ −=  in which a, b ≥ 0 and 2

1/1 Da λλ = , 
2
2/1 Db λλ = , are pdf’s of r.v.’s a, b, respectively.  

Eq. (5) is actually equivalent to the analytical expressions of the STBC of code rate 
¾ with transmission matrix given by 
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As a consequence, the maximum likelihood decoding can be applied and results in 
the decision statistics for the transmitted signals xi as [1] 

( ) ( )
( )∈

∗=
ij

ijji j
hrisigx

χ
φ

 (8) 

where i= 1, 2, 3, 4; χ(i) is the set of columns of the transmission matrix in which xi 
appears; φj(i) represents the row position of xi in the jth column and the sign of xi in the 
jth column is denoted by sigj(i). Specifically, we have 

( ) 113322111
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Here 

3322111 nhnhnhN ∗∗∗ ++=  
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4231133 nhnhnhN ∗∗∗ −−=   

   
4132234 nhnhnhN ∗∗∗ −+−=   
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Eq. (9) shows that the proposed cooperative transmission protocol can provide ex-
actly performance as the 3-level receive maximum ratio combining. 

It is straightforward to infer that Nj (j=1, 2, 3, 4) is also independent ZMCGRVs, 
given the channel realizations, with the same variance 

22
nN λσσ =  (11) 

By observing Eq. (9), we find that xj are attenuated and corrupted by the same fad-
ing and noisy level, their error probability is equal. As a result, BER (bit error rate) of 
x1 is sufficient to evaluate the performance of system. For BPSK transmission, the 
recovered bit of x1 is given by 

{ }( )11 Reˆ xsignx =   

where sign(.) is a signum function and Re{.} is the real part of a complex number. 
Then the error probability of x1 conditioned on channel realizations is easily found as 
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( )γ2QPe =  (12) 

where 222 // nN σλσλγ ==  can be interpreted as the signal-to-noise ratio at the output 

of Gaussian channel. 
To find the average error probability, we must know the pdf of γ. Expressing γ ex-

plicitly results in the following formula 
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Since 2
nσ  is a function of only two r.v.’s a and b, we can find the pdf of u+v+k given a 

and b. From Eq. (10), we realize that u, v and k have exponential distributions with mean 
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r.v.’s u, v, k, correspondingly. 
The pdf of w=u+v is computed by using convolution theorem 

( ) ( ) [ ]ww

vu

vu
w

xw
v

x
uvu

uvvu eedxeewf λλλλ

λλ
λλλλ −−−−−

+ −
−

==
0

1
11   

Then repeating that process, we can obtain the pdf of λ=w+k as         
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(13) 

where ° is the convolution operator. 
Finally, the pdf of γ given a and b is easily found as 
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Now we can calculate the average error probability as follows 

( ) ( ) ( )
∞ ∞ ∞

=
0 0 0

, , dadbbfafdbafPP babaeeAVG γγγ
 (14) 

where the integral inside the square bracket can be reduced as 
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(15) 

By replacing the term in Eq. (15) into Eq. (14), we obtain the closed-form BER ex-
pression for the proposed cooperative transmission scheme. The integrals in Eq. (15) 
can be easily calculated by a numerical method [10].  

For the case of non-cooperation (without relays), the average BER is given by [11] 

+
−=

22

22

_ /1

/
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SDSDS

SDSDS
avgen P

P
P

σλ
σλ  

(16) 

3   Numerical Results 

In the presented results below, we set the noise variances equally as 
122

2
2
1

2 ==== DSSSD σσσσ . The x-axes of all figures represent the signal-to-noise ratio of 

the source which is defined as 2/ SDSP σ . Additionally, Monte Carlo simulations are 

performed to verify the accuracy of the closed-form BER expression in Eq. (14).  
For a fair comparison, it is essential that the total consumed energy of the coopera-

tive system does not exceed that of corresponding direct transmission system. This is 
a strict and conservative constraint; allowing the relays to add additional power can 
then only increase the attractiveness of the cooperation. Therefore, complying this 
energy constraint requires P1=P2=PS/2.   

Fig. 2 compares the performance between direct transmission and the proposed co-
operative transmission when the quality of user-destination channels is constant 

122
2

2
1 === SDDD λλλ but that of inter-user channels changes 2

2
2

1 SS λλ = =0.5, 1, 2. In this 

figure and those following, the numbers corresponding to the model in the legend 
box, for example, Cooperation-Analysis:0.5 mean the performance of the cooperation 
strategy with respect to the varying parameters; specifically, 2

1Sλ = 2
2Sλ =0.5 in this 

example. As shown in Fig. 2, the performance of the cooperation scheme slightly 
depends on the inter-user channels since the cooperative transmission must utilize 
them to achieve the spatial diversity and since using the intermediate nodes to forward 
the source signal also causes the noise amplification at those nodes. Nevertheless, 
under any their condition, the cooperation always outperforms non-cooperation and 
this benefit increases when the channel quality is better. For instance, at the target of 
BER 10-3 the cooperative transmission acquires SNR gains of about 8dB, 8.5dB, 
8.7dB correspondingly to 2

2
2

1 SS λλ = = 0.5, 1, 2 relative to the direct transmission. More-

over, due to the steeper BER curves of the cooperation scheme than those of non-
cooperation case, the further performance improvement can be yielded when the 
power of the source (or equivalently, SNR) increases. These illustrated results assert 
that using STBC in the distributed diversity way can also obtain all benefits of trans-
mit diversity as for physically co-located antenna arrays. Furthermore, Fig. 2 also 
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reveals that simulation results perfectly agree with analytical ones (using Eqs. (14)-
(16)) and thus, the analysis is proved to be completely exact. As a consequence, only 
formulas in Eqs. (14)-(16) are used for evaluating the potentials of the cooperation 
scheme in enhancing the BER performance in comparison to non-cooperation scheme 
in the sequel.  
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Fig. 2. BER performance via the fluctuation of inter-user channels 

It is certain that the direct transmission (non-cooperation) can only obtain low error 
probability when the channel S-D is good. This is demonstrated in Fig. 3 where the 
fading variances of the user-destination channels vary 22

2
2
1 SDDD λλλ == =0.5, 1, 2 while 

the others are unchanged 2
1Sλ = 2

2Sλ =1. Compared to non-cooperation, the proposed 

cooperative transmission provides a performance benefit of about 8dB for any value 
of  22

2
2
1 SDDD λλλ ==  at BER of 10-3 and this improvement further increases in the qual-

ity of user-destination channels. Moreover, the large diversity gain achieved from the 
cooperation significantly contributes to the performance enhancement as the SNR 
increases. 
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Fig. 3. BER performance via the variation of user-destination channels (the numbers in the 
legend box denote the values of 22

2
2
1 SDDD λλλ == ) 

Fig. 4 investigates the impact of asymmetric inter-user channels on the perform-
ance of the cooperation. We consider this case by fixing the variances of user-
destination channels 22

2
2
1 SDDD λλλ == =1 and that of source-relay 1 channel 2

1Sλ =1 

while changing the quality of source-relay 2 channel 2
2Sλ  from 0.5 to 2. Therefore, the 

numbers in the legend box denote the values of 2
2Sλ . This figure shows that the coop-

erative transmission is very robust to the changes of inter-user channels. Specifically, 
when the source signal experiences the deep fade four times ( 2

2Sλ  from 2 down to 

0.5), the performance degradation is just around 0.1dB for any value of SNR. 
The asymmetry of all possible propagation paths in the cooperative wireless net-

works is examined in which only 2
2Sλ  changes from 0.5 to 2 while the others are con-

stant 5.02
1 =Dλ , 12 =SDλ , 22

2 =Dλ , 12
1 =Sλ . The numerical result is depicted in Fig. 5 

where the numbers represent the values of 2
2Sλ . It is recognized that the performance 

degradation of the cooperation is negligible (less than 0.4dB for any value of SNR and 
2

2Sλ ). Therefore, the cooperation brings a considerable benefit in combating the ad-

verse effects of fading channels.  
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Fig. 4. BER performance when the inter-user channels are asymmetric 
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Fig. 5. BER performance when the user-destination and inter-user channels are asymmetric 
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4   Conclusion 

Performance analysis of STBC with rate ¾ in the cooperative transmission scenario 
was presented and its closed-form error probability expression was also derived. Un-
der the Rayleigh fading channel plus Gaussian noise, the numerical results demon-
strate that the proposed cooperation considerably improves the performance over the 
non-cooperation regardless of the faded noisy inter-user channels. Moreover, the 
receiver structure with ML detector can be implemented with negligible hardware 
complexity. Therefore, deploying STBCs in the distributed diversity manner is feasi-
ble and is a promising technique for the future wireless networks where there exist 
idle users to take advantage of system resources efficiently. 
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Abstract. In this paper, we propose a Wireless Class Based Flexible
Queueing (WCBFQ) which is an improved packet scheduling with QoS
management based on wireless networks using OFDMA-TDD with adap-
tive modulation. Under time-varying channel condition, scheduler tries
to guarantee required throughput demand for real-time traffic by allo-
cating more channel time to the users in poor channel condition. On the
other hand, for non-real time traffic, the scheduler gives lower priority to
those experiencing poor channel conditions thereby favoring those hav-
ing better channel for increased overall system throughput. Simulations
are performed to demonstrate the effectiveness of the proposed scheme.

1 Introduction

In the future, broadband wireless networks will be an integral part of the global
communication infrastructure. With rapid growth in popularity of wireless data
services and increasing demand for multimedia applications, it is expected that
future wireless networks will provide services for heterogeneous classes of traffic
with different quality of service (QoS) requirements.

Although many mature scheduling algorithms are available for wired net-
works, they are not directly applicable in wireless networks because of special
problems related to time-varying nature of wireless links. The characteristics of
wireless communication pose special problems that do not exist in wireline net-
works. These include: 1) high error rate and bursty errors; 2) location-dependent
and time-varying wireless link capacity; 3) scarce bandwidth; 4) user mobility;
and 5) power constraint of the mobile hosts. All of the above characteristics make
developing efficient and effective scheduling algorithms for wireless networks very
challenging [1].

In this paper, we propose a packet scheduling scheme that uses the available
radio resource more efficiently while satisfying QoS requirements for multime-
dia traffic flows. The proposed scheme uses a information such as channel sta-
tus of mobiles, buffer size of queues, and delay latency. This paper proposes a
WCBFQ and Adaptive-WCBFQ which enables flexible tradeoff between delay
and throughput of voice traffic as well as data traffic.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 224–234, 2005.
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The remainder of the paper is organized as follows. Section 2 introduces
models for wireless channel, user mobility, and traffic used in the paper. Then
section 3 describes in detail our scheduling algorithm and section 4 evaluates
the performance of the proposed scheme. Finally, section 5 concludes with a
discussion of future studies.

2 Wireless System Model
2.1 Wireless Channel Model

The wireless channel considered in this paper consists of one base station and K
wireless terminals or K users. It is assumed that the base station serves the users
in a time division fashion, and that the users are distributed uniformly over the
cell area with radius R. Each user is dedicated to one or more sessions belonging
to one of traffic classes. Under the assumption that the wireless channel of each
user is fixed during a scheduling interval, the channel to be described later in this
section Hk(t) between the base station and the kth user at the tth scheduling
instant may be expressed as [2]

Hk(t) =
√

HP
k (t) · HS

k (t) (1)

where the path loss is given as HP
k (t) = C(max(rk(t), r0))−α, C = 10−2.86 is

a constant, rk(t) is the distance between the base station and the kth user,
r0 is the reference distance, and α is the path loss exponent. The log-normal
shadow fading is represented as HS

k (t) = 10Xk(t)/10 , where Xk(t) is a zero-
mean Gaussian random process with variance σ2

S . The correlation of shadow
fading between two subsequent scheduling instants is modeled using a first-order
autoregressive process as Xk(t) = ρ(d) ·Xk(t−1)+

√
1 − ρ2(d) ·X ′, where X ′ is

an independently generated zero-mean Gaussian random variable with variance
of σ2

S , ρ(dk) = exp(−dkln2/dcor) denotes the normalized correlation between
Xk(t− 1) and Xk(t), dk is the moving distance of the user between the (t− 1)th
and tth scheduling instants, and dcor is defined as the correlation distance of
shadow fading [3]. For simplicity, the multipath fading is not considered in this
paper.

2.2 Mobility Model

To perform analysis in a mobile environment, we also need to model mobility
of the users. This is important for the analysis of throughput and mean delay
according to distance, which determins the service rate for users. There are
different models for capturing user mobility, such as the fluid model, the Markov
model, and user tracking models [4].

In this paper, we use Gauss-Markov model, in which mobile users move ran-
domly in a cell and the variation of the direction and speed of the mobiles is
based on Gaussian probability density function [5]. It is proposed that while the
mobility patterns are granularly tracked, the modeling parameters can be dy-
namically adjusted according to the variations observed in the actual movement
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characteristics. The main merit of applying a Gauss-Markov distribution is its
flexibility to control prediction accuracy by adjusting the information feedback
frequency.

2.3 Traffic Model

We split up traffic into four types : conversational [6], streaming [7], interac-
tive [8], and background [9] classes. Conversational and streaming classes are
real-time traffic flows such as voice and video. Since these traffic classes are de-
lay sensitive, we need to provide sufficient channel resources regardless of users
channel conditions. Interactive and background classes are non-real-time traffic
flows such as WWW and email. These two classes allow relatively large delay
compared with the conversational and streaming classes, but require integrity
of information contents. Our scheduling scheme treats all of the traffic classes
accordingly to their QoS requirements [10] in an appropriate manner.

3 Proposed Packet Scheduling Scheme with QoS
Management

In Section 3.1, an efficient scheduling scheme is introduced based on the wireless
class-based flexible queueing (WCBFQ). In Section 3.2, we show another schedul-
ing scheme Adaptive-WCBFQ which is a modification of WCBFQ. Both schemes
are proposed for high throughputwhile satisfydelay constraints of real-time traffic.

3.1 Proposed Packet Scheduling Scheme

The wireless class-based flexible queueing (WCBFQ) algorithm as shown in Fig.1
is a scheduling scheme created to support multiple traffic classes in wireless IP
networks, (i.e, conversational, streaming, interactive, and background classes).
It should be applied at wireless access points [11]. Our goal of the scheduling
algorithm is to take into consideration the high BER in the wireless environ-
ment. BER is flow-specific due to the different location of single users and the
different states of the air interface. Location-dependent errors are more likely
to be expected than uniformly distributed errors over the whole bandwidth of
the cell. In such conditions we have to satisfy guaranteed services when they
are experiencing high error rate by increasing their share of the bandwidth. On
the other hand, it is not desirable to allow flows in the error state to decrease
significantly the performances of the entire wireless link.

The base station assigns the traffic flow a channel according to a hierarchy of
priorities. The first differentiation of the traffic into two main classes is: real-time
traffic class with absolute bandwidth guarantees, and non-real-time class with
low error rates. Real-time traffic class consists of conversational and streaming
class that each class has its own queue; Non-real-time class also consists of inter-
active and background classes which have user-based queues. Our scheme tries to
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Fig. 1. Model of WCBFQ Scheduler

guarantee QoS of real-time traffic flows firstly because the disconnection of the
real-time traffic gives more dissatisfaction to people than non-real-time services.

The conversational class that has strict demands on network delay should
have high-priority and the packet belonging to the conversational class will be
first served until the buffer for this class is emptied. Streaming is secondly as-
signed. The assignment of resource for interactive class depends on the channel
status of mobiles. Among interactive users, we give higher priority to those
under better channel condtions. In order to maintain a certain level of BER per-
formance, those in a poorer channel conditions use more robust modulation and
error correction thereby reducing throughput. This class does not have strict de-
mands for delay but it requires low error rates. Background class is served when
all the other class buffers are emptied. In short, the scheduler assigns wireless
resources orderly like conversational, streaming, interactive, and background.

3.2 Adaptive WCBFQ

When conversational traffic is served, service rate of a slot is determined by
channel status. We assume that channel time is divided into contiguous slots
of fixed size. Due to variable transmission rate, some of the slots are not fully
utilized depending on the channel condition of the users.

After the performance analysis of WCBFQ, we noticied that there is empty
space in a slot which is for conversational traffic. This space is just wasted and as
a result the more conversational traffic, the bigger wasted channel space. Thus we
propose another scheme for conversational traffic only. The algorithm is in Fig.2.
Before conversational traffic is served, scheduler makes a decision according to the
above algorithm. If RSS(Required Slot Size) which is data size for serving conver-
sation traffic can fill 4/5 of a slot, conversational traffic is served immediately in
the current frame. But conversational traffic is lower than 4/5, it is delayed and
served with next conversational traffic. In simulation, we delay the conversational
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Fig. 2. Algorithmic implementation of A-WCBFQ

traffic 20ms. If more than a slot is used for conversational traffic, this algorithm is
applicable for the last slot only. Maximum-delay time depends on the QoS parame-
ter of conversational traffic so scheduler ensures that the sum of delay is within the
specified maximum delay. Besides, there is no more conversational traffic arrival
after several frames, scheduler recognized that on-period is finished and services
delayed conversational traffic. This algorithm can reduce wasted slot for conver-
sational traffic. Simulation results are given in the next section.

4 Performance Evaluation

4.1 Simulation Environment

A simulator is constructed using C++ language. We assume that mobiles can
move in a cell only. The cell radius is 1 km and mobiles move in the cell with the
average speed of 40km/h. If a mobile could move out of a cell, the direction is
changed 180◦ so that the mobile remains in the cell. OFDMA-TDD is used for
multimedia traffic and frame length is 5ms. A frame consists of 12 sub-channels
and 8 symbols so the number of total slots is 96. A cell is divided into 5 zones and
service rate for users are different. Table 1 shows the parameters for each zone.
The service rate is determined by the range of SNR(γ) which is from the channel
modeling in section 2.1. Under environments above, this section performances
and analyzes the proposed scheme. QoS parameter is shown in Table.2

4.2 Traffic Models

For the conversational class, we adopt the ON/OFF voice traffic model with ex-
ponentially distributed ON/OFF durations[6]. The mean durations of ON and
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Table 1. Modulation Scheme with channel status

Service rate
Range of SNR(γ) Service level (bytes)

γ < −65.94 1 16
−65.94 ≤ γ < −64.85 2 24
−64.85 ≤ γ < −63.31 3 32
−63.31 ≤ γ < −60.68 4 40

−60.68 ≤ γ 5 48

Table 2. QoS Parameter

OFF periods are set to 1.0 sec and 1.35 sec, respectively. During each ON pe-
riod, voice data is generated at a fixed rate of 13Kbps and transmitted in a
20ms cycle. For the streaming class, Autoregressive model[7] whics is suitable
for video-telephony is adopted. There is no OFF period after initial video frames
are generated. The size of video frame is modeled using a autoregressive distri-
bution. We use the web browsing traffic model[8] as the interactive class. There
is a ON, OFF period. If we divide ON period in detail, there is a parsing time,
embedded object. OFF period is a reading time. Finally, we use a email traf-
fic model[9] for the background class. The file size of email is modeled using a
Truncated Pareto distribution.

4.3 Mobility Model

Fig.3 shows an example trace of a user using Gauss-Markov modeling. We as-
sumes that the cell radius is 1 km and mobiles move in the cell with the average
speed of 40 km/h. If a mobile could move out of a cell, the direction is changed
180◦.

4.4 Total Throughput

In Fig. 4, total throughput of the proposed packet scheduling scheme(WCBFQ)
is compared with that of the FIFO, WFQ, APQ. The graph lines are ordered
WCBFQ, APQ, WFQ, FIFO. But APQ and WCBFQ are nearly the same. FIFO
uses one queue so real-time traffic is dropped such as conversational and stream-
ing traffic as increasing the number of users. WFQ has four queues for each traffic
data. Voice traffic of WFQ has high priority and the second priority is both con-
versational and streaming traffic. It also has weights between two traffics so that
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Fig. 3. Mobility simulation

streaming traffic can be dropped when the number of users is bigger. APQ has
four queues, each traffic has its own queue and the priority is ordered conver-
sational, streaming, interactive and background. We already described WCBFQ
structure. The graph lines of APQ and WCBFQ are almost the same but web
delay is different. We will see the performance result later.

4.5 Mean Real-Time Delay

In Fig.5, we examine the delay of real-time traffic such as conversational and
streaming traffic as we increase the number of users.

All scheduling scheme give high priority for conversational traffic except
FIFO. Thus there is no streaming delay or packet loss for the three schemes.
It is reliable that conversational traffic gets high priority because conversational
traffic size is normally small and when people get disconnected service, they
have more dissatisfaction than other traffic services. Streaming traffic is delayed
and dropped with WFQ only among the three schemes except FIFO. When the
number of user is 150, streaming traffic of WFQ starts to experience delay. To-
tal throughput of WFQ is a little lower than APQ, WCBFQ in Fig.5 because
streaming traffic is dropped. Conversational and streaming traffic of FIFO ex-
perience lost packets even with a relatively small number of users. In short, we
know that there is no delay and little packet loss with the WCBFQ and APQ
as we see in Fig.5.

4.6 Mean Interactive Delay

In Fig.6, we observe the mean delay for interactive traffic as we increase uti-
lization for each scheme. The mean interactive delay of FIFO is lower than that
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of others because FIFO has the highest dropping rate for conversational and
streaming traffic and FIFO is best effort so web delay is still high as we see in
Fig.6 WFQ shows streaming delay and drop in Fig.5 so the assigned resource for
streaming traffic can be used for interactive traffic. We observe in Fig.5 that the
result of WFQ is better than that of APQ. As we know the order of WCBFQ
service depends on channel status of users. Thus users who are near access point
can get higher priority than others who are farther from the access point. The
utilization of WCBFQ can over 1 only when the mean interactive delay is about
5 second. It is known that for interactive service delay over 4 or 8 second in
wired network is an upper bound, but we cautiously say that 5 second of delay
is not too bad a in wireless network.

4.7 WCBFQ and Adaptive-WCBFQ

We compare the mean interactive delay of WCBFQ and adaptive WCBFQ in
Fig.7 as we increase utilization. The feature of A-WCBFQ is explained before.
We observe the simulation results are almost the same with WCBFQ after per-
formance analysis of A-WCBFQ. Conversational delay of A-WCBFQ is slightly
worse than that of WCBFQ. However, mean conversational delay is much lower
than that prescribed for conversational QoS parameter. In Fig.8, the jitter of con-
versational traffic flow is seen to increase a little. A-WCBFQ can save channel
resources at the cost of increased delay. The saved resource is used for interactive
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traffic. This implies that interactive traffic of A-WCBFQ can be better served
than that of WCBFQ, and as a result interactive traffic delay decreases.

5 Conclusion

This paper has proposed an effective packet scheduling scheme for multimedia
traffic for wireless networks. Using realistic traffic, mobility, and channel models
and we have shown the proposed scheme is efficient in terms of throughput and
delay. Although the proposed scheduler mainly guarantees real-time traffic flows,
the simulation results show excellent performance of interactive traffic as well.
We also proposed an adaptive scheme called Adaptive-WCBFQ which results in
tradeoff between delay and throughput of voice traffic. Future research includes
combining the proposed scheme with prediction of mobiles for more efficient
channel utilization and treatment of handoff problem.
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Abstract. Preamble based channel estimation is widely used in OFDM
based wireless multimedia system. However, the channel response varies
significantly during one transmission packet due to high mobility. We
propose new channel estimation method that tracks the channel variation
along the time. We take advantage of the pilots occupied for the phase
tracking to catch the variation of the channel responses with slightly
modified pilot structure. For the accurate channel tracking, the variation
trend of the channel is examined by correlation analysis. In here, we see
the linear channel variation and so we use the linear interpolation for
channel tracking. Without loss of data rate, the method reduces the error
floor of bit error rate (BER) dramatically. Simulation results demonstrate
the capability of the proposed channel tracking scheme even though the
Doppler shift is very large. Moreover, the proposed method shows more
competitive performance in convolutional coded systems used in many
wireless multimedia application like IEEE 802.11a.

1 Introduction

Orthogonal frequency division multiplexing (OFDM) is the most popular
promise for the future high data rate wireless multimedia communication system
for its advantages in high-bit-rate transmission over dispersive channel. However,
in order to achieve highly spectral efficiency, it is necessary to employ multi-
level modulation scheme with non-constant amplitude (e.g., 16-QAM). They re-
quire the coherent demodulation that needs to estimate the parameters of fading
channel. For this purpose, there are many literatures (see [1]-[3] and the refer-
ences therein) to achieve a reliable channel estimation with low computational
complexity.

The mainstream of recent wireless systems is concentrated on the high mo-
bility system for seamless ubiquitous multimedia services. However, the previous
channel estimation methods for OFDM based wireless access system like IEEE
802.11a do not follow the large Doppler shift due to mobility. As a result, the
estimated channel can be considerably different to the actual channel of symbols
located far away from preamble.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 235–245, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



236 K. Kim, H. Kim, and H. Park

For the sake of mitigating the estimation error, the periodic channel estima-
tion is proposed in [4]. The method estimates the channel frequency response
periodically by generating the reference data from received OFDM symbols.
With the generated reference data, it uses the time average for the purpose of
high estimation accuracy. In addition, the time average with relative magnitude
constraint and harmonic average are proposed in [5]. However, these methods
can have significant error propagation if the generated reference data are not
correct.

In this paper, we propose the channel tracking method without generating the
reference data from received data. Instead, we focus on the pilots that occupied
for phase tracking since they do not make the error propagation because they
are perfectly known in the receiver. By taking the correlation analysis, we ver-
ify the linear variation of channel frequency response. The Pearson-correlation-
coefficient is adopted to quantify the linear trend. From this verification, the
linear interpolation is selected for the channel tracking. For the interpolation,
we slightly modify the pilot structure without additional redundancy.

The rest of paper is organized as follows. The next section describes the
basic system model and conventional channel estimation for the OFDM wireless
access system. We verify the linear variation of channel and propose the channel
tracking method that consists of pilot design and linear interpolation in Section
3. Section 4 shows the simulation results that make sure the superior performance
of our channel tracking scheme. We conclude this paper in Section 5.

2 System Model and Conventional Channel Estimation

2.1 System Model

We will consider the system depicted in Fig. 1 that consists of N subcarriers.
The OFDM transmitter uses an inverse discrete Fourier transform (IDFT) of size
N for modulation. Then the transmitted OFDM signal in discrete-time domain
can be expressed as:

x[t, n]=
1
N

N−1∑
k=0

X [k, n] exp
(

j2π
tk

N

)
, 0≤ t≤ N −1 (1)

where t is the time domain sample index of an OFDM signal and n is the
order of an OFDM symbol. In order to avoid inter-symbol interference caused
by multipath environments and inter-carrier interference, a cyclic prefix (CP)
is appended to the OFDM symbol. After passing through a multipath channel
and removing the CP, one received discreat time domain OFDM signal y[t, n]
is represented by the function of the transmitted signal, the channel transfer
function and noise:

y[t, n] = x[t, n] ⊗ h[t, n] + w[t, n], 0 ≤ t ≤ N −1 (2)

where ⊗ denotes cyclic convolutional operation, w[t, n] is independent and identi-
cally distributed additive white Gaussian noise (AWGN) sample in time domain
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Fig. 1. Base-band OFDM system

with zero mean and variance σwt
2 = E

[
|w[n]|2

]
and h[t, n] is the discrete time

channel impulse response given by:

h[t, n] =
L−1∑
l=0

αn
l δ[t − l] (3)

where αn
l represents the different path complex gain that is wide-sense station-

ary (WSS) narrow-band complex Gaussian process, l is the index of the different
path delay that is based on sampling time interval that means there is no channel
power loss caused by sampling time miss-match [6], and L is index of the max-
imum channel delay tap. At the receiver, we assume that the guard interval is
longer than the maximum channel delay tap and the synchronization is perfect.
Then, the k -th subcarrier output in frequency domain can be represented by:

Y [k, n] = X [k, n]H [k, n] + W [k, n], 0 ≤ k ≤ N − 1 (4)

where W [k, n] is AWGN samples in frequency domain with zero mean and vari-
ance σ2

wf = Nσ2
wt [7], and H [k, n] is the channel frequency response given by:

H [k, n]=
L−1∑
l=0

αn
l exp

(
−j2π

kl

N

)
, 0 ≤ k ≤ N − 1. (5)

2.2 Channel Estimation

The OFDM based wireless multimedia system conventionally uses the pilot-
symbol-aided (PSA) channel estimations that take advantage of known OFDM
symbols called channel estimation (CE) symbols included in preamble. Let Nce

is the number of CE symbols and Ĥ[k, 0] is the kth estimated sub-channel fre-
quency response of CE symbols. Then, it can be obtained as

Ĥ [k, 0] =
1

Nce

Nce∑
l=1

Yce[k, l]
Xce[k, l]

, 0 ≤ k ≤ N − 1 (6)
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where Yce[w, l] and Xce[w, l] denote the received subcarrier data and know CE
data, respectively and this channel estimation method is called the Least square
(LS) estimation [8]. Consequent equalized data are achieved by compensating
with same response Ĥ[w, 0], and expressed as following equation:

Xeq[w, n] =
Y [w, n]
Ĥ[w, 0]

(7)

Since the same estimated channel response is used for all OFDM symbols
equalization in one transmission packet as shown in Fig. 2, the estimated error
becomes significantly large as the index of OFDM symbol increases even if the
estimated response of preamble is very accurate. Furthermore, when the time
selectivity grows higher, the difference between preamble and data is more severe.
Consequently the overall performance can be significantly degraded.

3 Modified Pilot Design and Channel Tracking

3.1 Channel Variation

For the new pilot design and channel tracking, channel frequency response vari-
ation should be investigated. First, we execute the correlation analysis of chan-
nel frequency response against the symbol time during one transmission packet
according to the increase of normalized Doppler frequency fdTs. In the experi-
ment, we use the exponential decay channel models, where the maximum delay
spread is the half of guard interval of OFDM symbol. We calculate the Pearson-
correlation-coefficient [9] for each sub-channel that is usually used for verifying
the strength of the linear relationship between two variables and expressed as:

r =
∑

XY − X Y
N√

(
∑

X2 − X2

N )(
∑

Y 2 − Y 2

N )
(8)

If two variables have perfect linear relationship, the coefficient r will be ±1
according as the relation is positive or negative. At other case, r is always from
-1 to 1. Since the variation of phase can be compensated by phase tracking, we
just consider the variation of amplitude.
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Fig. 3. Averaged Pearson-correlation-coefficient over 1024 bytes/packet data transmis-
sions

Since the linear trend of channel variation is only considered, we take the
absolute value of the coefficient of each sub-channel and average it. Fig. 3.
shows the averaged Pearson-correlation-coefficient of channel frequency response
over various Doppler frequencies from 0 to 670 Hz. Since the averaged-Pearson-
correlation-coefficient exceeds 0.9 when the maximum Doppler frequency is 500
Hz, the linear variation model of channel frequency responses is reasonable.

3.2 Proposed Pilot Design

The above linear channel variation over several OFDM symbols makes the pos-
sibility of accurate channel tracking by using linear interpolation between the
far apart pilots. However, the conventional pilot design of wireless access system
like IEEE 802.11a cannot support any channel tracking using them because their
positions are fixed for all OFDM symbols [10]. So we slightly modify the pilot
design that fits the channel tracking without any redundancy. For the purpose
of linear interpolation between sub-channels, we periodically change the pilot
position as the order of OFDM symbol increases. Let N is the number of data
subcarrier and Np is the number of pilots. Without losses of generality, the num-
ber of data subcarrier is equal to the number of total subcarrier and the number
of pilots is a divisor of the number of data subcarrier. If p(k,n) is the position of
the (k + 1)th pilot for nth OFDM symbol and the pilots are equi-spaced within
each OFDM symbol, the (k + 1)th pilot position of t -apart OFDM symbol is

p(k,n+t) = (p(k,n) + t) N
Np

+
N

Np
k, 0 ≤ k ≤ Np − 1 (9)
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where (·)N represents cyclic shift in the base of N. Then, the position of pilot is
cyclicly repeated with a period N

Np
. Fig. 4. shows the consequent pilot structure

of this modification in time-frequency grid. To maintain equal data rates, the
one preamble is shifted in the last of the transmitted packet.

3.3 Channel Tracking

With this pilot and preamble structure, the channel frequency response is peri-
odically updated as shown in Fig 5. From previous notations, let Ĥ [w, n] is the
estimated frequency response of (w + 1) − th sub-channel for the n-th OFDM
symbol. If w is p(k,n), it is the estimated channel response of that pilot position.
The channel estimation of pilot position is another challenging topic, which is
beyond the scope of this paper. Since we see the linear variation of each sub-
channel, the channel estimation of data position can be achieved by using two
consecutive N

Np
spacing estimated pilot responses. Let the two consecutive pilot

responses are Ĥ [p(k,n), n] and Ĥ[p(k,n), n+ N
Np ] since p(k,n+ N

Np
) is equal to p(k,n).

Then, the frequency response of data between these two pilots can be estimated
as

Ĥ [p(k,n), n + d] = Ĥ [p(k,n), n] +
{

Ĥ [p(k,n), n +
N

Np
] − Ĥ [p(k,n), n]

}
N

Np
d (10)

where d (0 ≤ d ≤ N
Np

) is the distance from the nearest same sub-channel pilot
position prior to that data position.

Note that, for estimating the data response Ĥ[p(k,n), n + d], ( N
Np

− d) OFDM
symbol delay cannot be inescapable. However, the delay is small enough to wait
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for many kinds of applications, and even though the delay cannot be acceptable,
there is a simple modification. When the delay is severe for some applications,
linear extrapolation method can be easily applied instead of the interpolation.

4 Simulations

We investigate the performance of the proposed channel tracking method on
multipath channels. An OFDM system with symbols modulated by 16QAM and
64QAM is used on multipath channel. Since the phase tracking that conventional
OFDM system used can recover the phase offset caused by channel variation,
the constant modulation like QPSK has similar performance without channel
tracking. So, we exclude the constant amplitude modulation in simulations. The
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system bandwidth is 20MHz, which is divided into 64 tones with a total sym-
bol period of 4μs, of which 0.8μs constitutes the guard time, and the carrier
frequency is 2.4GHz. An OFDM symbol thus consists of 80 samples containing
16 samples as CP. The simulated channel order is half of the length of CP for
ignoring the effect of Inter-symbol interference (ISI) and each tap varies indepen-
dently with an exponential power delay profile. Unit delay of channel is assumed
to be the same as OFDM sample period. Thus, there is no power loss caused by
non-sample spaced.

For confirming the effect of channel tracking, 4095 bytes packet that is equal
to that of 802.11a is considered and various Doppler shifts from 67 to 267 Hz
(equivalent mobile speeds are from 30 to 120 km/h) are used. We adopt the clas-
sical Jake’s method [11] to implement the various Doppler shifts. The channel
estimation method of preamble and each pilot is LS method. Additionally, we use
convolutional code with Viterbi decoder to confirm the performance of proposed
algorithm in more realistic systems. The encoder use the industry-standard gen-
erator polynomials, g0 = 1338 and g1 = 1718 of rate R = 1/2 adopted in IEEE
802.11a standard [10].

Fig.6 and Fig.7 give the uncoded performance of proposed channel track-
ing method and conventional channel estimation method that has no channel
tracking. As growing the Doppler shift, the performance without tracking expe-
rience the severe error floor that is more serious in high order modulated system
as shown in Fig.7. However, the floor is almost disappeared with our channel
tracking scheme even though the Doppler shift is very high.
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Fig.8 and Fig.9 show the convolutional coded performance of the proposed
channel tracking. Similar to uncoded system, our method gives robust BER per-
formance regardless of mobility. In coded system, the channel tracking is more
crucial as shown in Fig.8 and Fig.9. Demonstrating the superior performance
of the proposed method, we compare the BER performance at EbN0 =25dB
according to increasing the Doppler frequency fd in Fig.10. The method has
little performance degradation for high mobility at any environments, whereas
conventional OFDM experiences significant losses of reliability as mobility in-
creases. This result also confirms that the roll of channel tracking has greater
importance as the modulation order increases or error control coding like a con-
volutional code in this case uses.

5 Conclusion

The channel tracking method proposed in this paper can dramatically improve
the performance of OFDM based high mobility system. This tracking is fun-
damentally based on the linear characteristic of channel variation. We use the
correlation analysis to verify the variation of channel frequency response. The
Pearson-correlation-coefficient of channel impulse response is more than 0.90
even with 500 Hz Doppler shift. This shows the very strong linear trend of vari-
ation. Accordingly, the tracking can be performed by using linear interpolation
between two consecutive pilots that used the same sub-channel.

Without any data loss, this scheme can track the time variation of fading
channel. As a result, there is little error floor of BER performance even with very
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high Doppler shift. Numerical results show that the proposed scheme performs
well for vehicle speed up to 120 km/h. We also confirm that the proposed method
gives robust system performance even though using high order modulation like
64QAM. In a convolutional coded system, high mobility system without channel
tracking has more severe performance degradation. Moreover, the tracking gives
the possibility to increase the size of transmission packet since the tracking can
be done by each OFDM symbol.
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Abstract. In secure video multicast systems, access control is a very important 
and challenging issue. A common practice is to encrypt the video content using 
a group key, shared only by legitimate clients. Since the clients can join and 
leave the multicast session frequently, the group key needs to be updated and 
delivered to the legitimate clients accordingly in order to provide 
forward/backward secrecy. Therefore, key management and distribution plays a 
crucial role in building a secure and scalable video multicast system. 
Conventional approaches usually use a dedicated secure channel independent of 
the video data channel, which is expensive and inefficient. In this paper, we 
propose a novel and scalable Media-dependent Key Management and 
Distribution (MKMD) solution that embeds key management messages in video 
data so as to save network bandwidth and enhance the security level, and most 
importantly, without sacrificing the quality of video content too much. We have 
built a prototype system of MKMD, and our extensive experimental results 
show that MKMD is a secure, scalable, reliable and efficient key management 
and distribution solution for video multicast system. 

1   Introduction 

Due to the multi-receiver nature of video programs, real-time video multicast over the 
Internet has become one of the most important IP multicast applications [1]. 
However, before the group-oriented video multicast applications can be successfully 
deployed, it is very important to develop efficient access control mechanisms to 
ensure that only legitimate clients can access the group communications. 
Unfortunately, the current IP multicast model does not provide any membership 
management scheme for preventing unauthorized clients from accessing the multicast 
video data [2]. Therefore access control has to be carefully designed at the application 
layer with the objective to enable only legitimate clients to access the video content. 

                                                           
* This research was partly supported the National Natural Science Foundation of China under   

contracts 60429202, 60372019, 60473086 and 60432030, and Hong Kong RGC grants under 
contract No. RGC/HKBU215904 and RGC/HKBU210605. 
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Access control in multicast system is usually achieved by encrypting the content 
using an encryption key, known as the group key (GK) that is only known by the 
content provider and all legitimate group members [3]. However, it is not an easy task 
to deliver the GK to all the members securely because the group membership is most 
likely dynamic with clients joining and leaving the group from time to time. Notice 
that, once a member is not in the multicast session, e.g. before he joins or after he 
leaves the session, he should not be able to access the video content. The key 
management and distribution scheme should have the following two security 
properties: 1) Forward Secrecy: to ensure that an expired member cannot access the 
new GK after he leaves the group. Notice that anyone can receive the IP multicast 
data at anytime. 2) Backward Secrecy: to ensure that when a new member joins the 
group, he cannot access previous video contents [4]. 

In order to manage and update GK dynamically, a party responsible for distributing 
the keys, called the Key Distribution Center (KDC), must securely communicate with 
all the legitimate clients and find a proper way to enable the legitimate clients to get 
the new GK. A commonly used solution is that, the KDC assigns a Key-Encrypting 
Key (KEK) to each legitimate client at the time the client joins the group, and then the 
KDC can encrypt the GK using the KEK and send the encrypted rekey messages, i.e. 
the messages used to help the clients get the new GK, to the corresponding clients. 
The rekey messages can be sent to the n clients one by one using unicast, or be 
combined as a single huge rekey message and delivered to all the clients by multicast. 
Neither of the two approaches is scalable because the total size of newly generated 
rekey messages is )(nO .  

On the other side, the problem of efficiently delivering rekey messages to the 
clients has received significant attention in the networking research community. 
Several different schemes have been proposed with desirable communication 
properties, which can be divided into two distinct classes: media-independent 
approach and media-dependent approach [5, 6]. In the former, the rekey messages are 
conveyed totally disjoint from the video content; while in the latter the rekey 
messages are embedded in the video content. This paper integrates our early proposed 
key embedding algorithm [7] and selective multimedia encryption algorithm [8] to 
implement an efficient, secure, and scalable access control scheme for video multicast 
applications. 

This paper proposes a novel key management and distribution solution called 
Media-dependent Key Management and Distribution solution (MKMD). Part of our 
solution is based on a simplified but improved Efficient Large-Group Key 
Distribution (ELK) protocol [9]. The distinguished properties of our proposed 
solution include: 1) MKMD is a scalable media-dependent approach which reduces 
the length of rekey messages significantly by introducing the One-way Function; 2) 
MKMD is a complete and robust solution and it is resistant to abnormal client leaving 
actions; 3) MKMD makes a good tradeoff between computation and bandwidth 
consumption of delivered rekey message. When new clients join, KDC and other 
clients can get their new GK by local calculation without transmitting any rekey 
messages; 4) MKMD provides good reliability by an integrated key recovery 
mechanism; 5) A real-time video encryption algorithm is used to combat the 
statistical attacks and avoid the Wired Equivalent Privacy error in wireless network 
[10]; 6) we have built a prototype to validate the feasibility of MKMD. 
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The rest of the paper is organized as follows. Section 2 outlines the framework of 
our MKMD solution. Section 3 discusses the key management and distribution 
mechanism in detail. Section 4 presents our implemented prototype for MKMD, and a 
series of experimental results are shown in Section 5. Finally, Section 6 concludes the 
paper.  

2   Framework of MKMD 

The core of the MKMD is a Key Distribution Center (KDC) which takes charge of 
member authentications as well as key management and distribution. Member 
authentication can be derived from many existed schemes, such as Diffie-Hellman 
[17], PKI [18], etc, which is not the focus of this paper. The distribution of keys 
employs a media-dependent approach by embedding rekey messages in the multicast 
video data [7]. The security of transmitting video data is guaranteed by adopting our 
proposed selective multimedia encryption algorithm [8]. In this section, we present 
the general framework of MKMD scheme in three aspects: 1) How does a client join 
the multicast group? 2) How does the KDC distribute rekey messages to the clients? 
3) How does a client leave the multicast group? 

2.1   Joining the Multicast Group 

In secure video multicast, video data are encrypted by the GK. Only legitimate clients 
can get the valid GK and decrypt the data. A user can become a legitimate client using 
the follows steps:  

1. When a user Jack wants to become a legitimate client, he first sends a JOIN request 
to the well-known KDC though a secure unicast channel for authentication. 

2. KDC receives the JOIN request from Jack, and check the validity of Jack. 
3. If Jack is legitimate (maybe after the payment), KDC generates new keys for him 

and updates the key tree. Details of this process are presented in Section 3. 
4. KDC sends back the keys and authentication result to Jack using the secure unicast 

channel. 
5. Jack receives the keys and he can now decrypt the received multicast data. 

2.2   During the Multicast Session 

After being authorized, Jack receives the encrypted video data and is able to decrypt 
them with the GK. While Jack is watching the video, there may be some other clients 
joining or leaving the group. To guarantee the backward secrecy and forward secrecy, 
KDC needs to updates the GK, and informs all the clients to update their keys by 
multicasting the rekey messages. The rekey process is as follows: 

1. When some clients join or leave the multicast, KDC updates its key tree and 
generates the rekey messages. 

2. As shown in Figure 1, KDC embeds the rekey messages in the video data. 
3. The video data are then encrypted by the present GK using our selective encryption 

algorithm before sending them out by multicast. 
4. Jack receives the encrypted data and decrypts them using the present GK. 
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5. Jack detects the embedded rekey messages and updates his keys, including the new 
GK. 

6. Jack uses the new GK for the decryption of future incoming multicast data. 

 

Fig. 1. Secure transmission of rekey messages 

With a large number of clients, client join/leave events may occur frequently. 
Updating the keys immediately when any such event occurs would cause too much 
computation overhead and waste lots of bandwidth. An effective approach to solve 
the problem is to divide the time into slices and pipeline the process, as shown in 
Figure 2. In the first time slice, KDC handles the requests of clients, manages the key 
tree and generates rekey messages. In the following time slice, rekey messages are 
distributed and the key updating process is carried out. The new keys will go into 
effect by the end of this time slice. Therefore the synchronization of the keys between 
KDC and clients is achieved. 

 

Fig. 2. Time schedule 

2.3   Leaving the Multicast Group 

If Jack wants to leave, he should go through the following process: 

1. Jack sends a LEAVE request to KDC. 
2. KDC updates the key tree.  



250 H. Yin et al. 

3. When a proper time slice comes, KDC generates rekey messages and distributes 
the rekey messages. 

4. After key updating, KDC encrypts the video data using the new GK. 

3   Key Management and Distribution 

In this section, we describe our MKMD solution in detail. As compared with ELK, 
our key embedding algorithm can provide efficient error resiliency [7, 8], and 
therefore we can eliminate the hints mechanism used in ELK so that the computation 
overhead is reduced significantly. 

3.1   Key Tree Structure in MKMD 

The MKMD is based on a balanced binary key tree maintained by the KDC. It 
extends the Logical Key Hierarchy (LKH) and One-way Function Tree (OFT) 
approaches to achieve an efficient and secure key distribution system. The key tree is 
used for group key update and distribution. By using the key tree, the size of rekey 
messages generated by KDC can be decreased from )(nO  to )(log2 nO . In the 

following, we use an example to illustrate how the key tree works. 
Figure 3 shows a sample MKMD key tree. The top node named KG is assigned with 

the GK, which is used to encrypt the video data for access control purpose; while other 
nodes are assigned with KEKs. Each legitimate client is associated with a leaf node in 
the key tree, and each client knows the keys along the path from his corresponding leaf 
node to the root node, i.e. the key path. For example, client U4 maintains a key path {K7, 
K6, K2, K0, KG}. When client joins or leaves the multicast session, the GK and some of 
the KEKs have to be updated to achieve the forward secrecy and backward secrecy.  

 

Fig. 3. An example of MKMD key tree 

3.2   Pseudo-Random Functions and Notations 

In the following, we first introduce a family of pseudo-random functions (PRFs) that 
use a key K on input M with length m bits, and output a bit stream with n bits: 

( )PRF : {0,1} {0,1}m n m nK→ × → . We simply denote it as ( )PRF ( )m n
K M→ . 
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The objective of RPF is to derive different independent keys to be used in different 
contexts. Especially, the following four new keys are derived from Ki: 

( )=PRF (1)
i

n n
i KKα → , ( )=PRF (2)

i

n n
i KK β → , ( )=PRF (3)

i

n n
i KK γ → , ( )=PRF (4)

i

n n
i KK δ →  

In the following, we use {M}K to denote encrypting M with key K, and “|” means 
the concatenation of two bit streams. 

3.3   Key Updating 

Since our key embedding algorithm can provide efficient key recovery function, we 
do not use the hint mechanism in ELK scheme. The consequence is that the 
computation overhead in our MKMD scheme is decreased by a large margin, while 
the reliability for key update message is still guaranteed. 

3.3.1   Client Joining Event 
When a client joins the multicast group, KDC authenticates it and assigns it to a leaf 
node of the key tree. To preserve backward secrecy, all keys along the corresponding 
key path to this client need to be independent from any previous keys. Therefore, 
KDC replaces all old keys on the new client’s key path with new random keys and 
then sends each of these new keys to the whole group. The detailed algorithm is 
shown in Figure 4. 

 

Fig. 4. The algorithm for client joining 

In MKMD, no rekey message is generated when clients join. But KDC might still 
need to send a few unicast messages to the clients whose leaf node position has been 
moved in the key tree. 

New client A logins based on authentication; 

KDC assigns a new leaf node Na with a new KEK Ka to the new client A; 

If the key tree is empty { 

A new key tree is initialized with node Na as its root node; 

} Else { 

KDC selects a node Ni with its KEK Ki who has the shortest path; 

KDC generates a new node Np with KEK Kp and inserts it in the place of Ni, where 
( )

PRF (1)δ

→

=
i

n n

P K

K ; 

Ni and Na are inserted as the children of Np; 

KDC tells Ni to calculate Kp and add the node Np on his path; 

} 

KDC and the existing clients update the GK and KEKs synchronously:  
( )

PRF ( )δ

→′ =
i

n n

i GK

K K , ( )

PRF (1)δ

→′ =
G

n n

G K

K ; 

KDC tells client A his KEKs on his key path and the new GK ′
G

K . 
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3.3.2   Client Leaving Event  
The client leave, however, is more difficult to handle efficiently. The challenge is to 
replace the current keys such that only the legitimate clients receive the new key but 
the leaving client does not. In fact, all keys that the leaving client knows need to be 
changed to ensure forward secrecy. The keys are replaced sequentially from the leaf 
up to the root key along the leaving client’s key path. The algorithm is described in 
Figure 5. 

If a client wants to update its own Ki, he must know the sequence CiLR. Since the 
leaving client has been removed from the key tree and his keys are invalidated, he can 
get nothing from the coming rekey messages. As a result this client loses the chance 
to get the new GK and can not access the video data any more. 

3.4   Key Distribution 

In this paper we adopt two media-dependent algorithms for key distribution, in which 
all the rekey messages are embedded in the video data. Since the number of the rekey 
messages changes dynamically, KDC also needs to adjust the length of time slice in 
time. Therefore some timing information is also embedded. 

3.4.1   Key Embedding 
In our previous work we have designed a reliable key embedding algorithm focusing 
on the accuracy and reliability against the influence caused by the unreliable 
transmission and multimedia adaptive mechanism [7, 8]. 

In this algorithm, the rekey messages are embedded in the I-frames of the GOPs 
(Group of Pictures). The whole process is carried out in the DCT domain since DCT 
domain is closer to the video bit stream than the pixel domain. In the concrete, it 
divides the video image into 200 fields and embeds 1 bit of data in each field by 
modifying the ALV (Average Luminance Value) of this field in DCT domain. Thus in 
one I-frame we can embed 200-bit of data, which can be used to carry flag bits, RS 
codeword, and rekey message. In fact, each I-frame can carry only one piece of fixed 
size rekey message.  

3.4.2   Key Recovery Mechanism 
In our key recovery mechanism, there are three recovery approaches integrated in the 
key distribution when a client fails to get the correct rekey messages during the 
multicast. First, the RS (Reed-Solomon) code is adopted into our solution [7] to 
correct the error bits caused by transcoder or unreliable transmission. A small amount 
of mistakes can be corrected by the RS code. An N-bit RS code can correct at most 
N/2 continuous error bits or at least N/16 discrete error bits which are distributed in 
individual bytes. But if too many bits are mistaken or lost, the rekey messages can 
never be recovered. Then the client could employ the second approach, i.e., using 
redundant rekey messages. These messages follow the newly distributed ones. The 
level of redundancy depends on the network status. Finally, if the client can not 
recover the key by the above two approaches; he can get the needed rekey messages 
from KDC by unicast. 
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Fig. 5. The algorithm for client leaving 

3.4.3   Adjusting the Time Slice Length 
Since lots of clients dynamically join or leave the multicast in a time slice, the number 
of rekey messages will also change stochastically. The length of a time slice should be 
long enough for the transmission of the rekey messages; therefore KDC should 
determine the length of the coming time slice and inform clients in time. 

For KDC: 

A leaving client B with a leaf node Nb logouts based on authentication; 

KDC adjusts the key tree: { 

Nb is removed from the key tree; 

If Nb has a parent node: { 

 Remove the parent node and promote Nb’s sibling node Ns; 

} 

For all the KEKs from Ns up to the root (but except Ns) : { 

KDC derives Ki
’ from Ki, with its left child key K’

iL and right child key K’
iR: 

1
'

' ( )α

< → >=
iL

n n

iL iK
C PRF K , 2

'

' ( )α

< → >=
iR

n n

iR iK
C PRF K ; 

' ' '|=iLR iL iRC C C , '

' ( )< → >=
iLR

n n

i iC
K PRF K ; 

KDC generates the rekey messages for Ki
’: { }' '

' '{ } ,{ }β β
iR iL

iL iRK K
C C  

where '

' (2)β < → >=
iL

n n

iL K
K PRF , '

' (2)β < → >=
iR

n n

iR K
K PRF ; 

} 

} 

When the 2nd time slice comes, KDC multicasts all the rekey messages to the clients; 

 

For client: 

If the rekey message is for KEK Ki in his path: { 

/* Assume that the client owns the left child key K’
iL */ 

'

' (1)α < → >=
iL

n n

iL KK PRF , '

' (2)β < → >=
iL

n n

iL K
K PRF , 1

'

' ( )α

< → >=
iL

n n

iL iK
C PRF K ; 

Get '
iRC  by decrypting '

'{ }
iL

iR K
C β with ' iL

K β
; 

' ' '|=iLR iL iRC C C , 
'

' ( )< → >=
iLR

n n

i iC
K PRF K ; 

} Else { 

Drop the rekey message; 

} 
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The time slice length depends on the number of rekey messages, the number of I-
frames per second, the redundancy level and whether to embed data in P-frames. 
Among these parameters, the number of I-frames and P-frames per second is always 
constant in a certain video stream. Hence, the time slice length mainly depends on the 
number of rekey messages and the requirement for redundancy. In this paper we focus 
on the former, i.e. we try to make sure that the time slice is long enough for these 
rekey messages to be sent out completely. Besides this, we also need to increase the 
time slice length for reliability purpose. 

4   Implementation 

We have designed and implemented a prototype system for the proposed MKMD, and 
we have investigated the reliability, feasibility and security of this system. In this 
section, we describe the experimental platform. 

On the top of our system, keys are managed by a KDC server to ensure the security 
when membership dynamically changes. Rekey messages are then divided into 
several pieces and embedded in the packets of I-frames. After that the content of each 
packet is encrypted. All the processes perform certain operations on the video data. At 
last the prepared video data are sent out by some network protocols, such as 
RTP/UDP.  

We can learn from previous discussion that KDC has two major functions, i.e., 
video streaming with rekey messages embedded, and key management. In our 
implementation, KDC consists of two trusted nodes, a video streaming server and a 
gateway. 

When a client event (e.g. join/leave) occurs, the gateway communicates with this 
client, generates the rekey messages and sends them to the streaming server. 
Streaming server mainly takes charge of real-time key embedding and also video 
streaming. It encodes the video and embeds the specific rekey message into the video 
stream in real-time. The key-embedded video stream is then sent back to the gateway 
and forwarded to all clients by multicast. The purpose of using both streaming server 
and the gateway is to separate the two major functions of KDC such that the overhead 
can be shared. 

5   System Performance Study 

5.1   Security Study 

The security of the system mainly depends on three parts: authentication mechanism, 
key management mechanism, and multimedia encryption algorithm. The system is 
considered to be secure only if all three aspects are secure enough. In our solution we 
can adopt any well-studied authentication approach; therefore, we mainly focus on the 
latter two aspects. 

The key management algorithm in our solution is derived from the ELK scheme, 
and its security has been validated in [9]. Due to short-term security requirements of 
IPTV services, the key management mechanism with a 64-bit group key based on the 
LKH and several pseudo random functions guarantees the key secrecy. Furthermore, 
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getting previous or future group keys for a client with its own keys is computationally 
impossible in short-term, even by working together with other clients and sharing 
their keys. Thus the system can guarantee the backward secrecy and forward secrecy, 
and resist the collusion attack.  

5.2   Reliability Study 

During the key distribution, the embedded rekey messages may be damaged due to 
the adaptive mechanism (such as transcoder) or transmission errors. Since the rekey 
messages need to be precisely transmitted, the reliability of the key distribution 
mechanism is one of the most important features in our MKMD protocol. It can be 
obtained by introducing both RS code and rekey message redundancy adopted in our 
proposed key embedding algorithm [7].  

Figure 6 illustrates the error bits distribution by detecting all the 200 bits in an I-
frame transcoded with the modulation cycle C. A downscaling transcoder reduces the 
blocks in each field. The degree how transcoding influences the detection of rekey 
messages depends on the value of C.  

 

Fig. 6. Average error bits in total 200 embedded bits within an I-frame after transcoding with 
different modulation cycles and quantizers 

Figure 7 (a) shows the average error bits in 200-bit rekey messages caused by the 
different packet loss rate across the unreliable network without RS code. Evidently 
the key data error rate of a GOP increases while packet loss rate increases. During the 
transmission an I-frame is usually divided into more than 10 packets. Thus the lost 
packets would lead to the missing bits of the rekey messages. RS code in the rekey 
messages can recover the small amount of errors when the packet loss rate is low. As 
shown in Figure 7 (b), most of the error bits can be corrected by RS code when the 
loss rate is lower than 10%. 

In our solution some redundant rekey messages are transmitted to further improve 
the reliability. The number of redundant rekey messages depends on the network 
status and the time slice length. The transmission of redundant messages not only 
improves the reliability but also increases the time of the new clients waiting for 
joining which worsen the feasibility. The KDC should make a tradeoff between 
reliability and feasibility. 
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                         (a) Without the RS code                                  (b) with the shortened RS code (25, 17) 

Fig. 7. Average error bits in 200 bit with different packet loss rate 

6   Conclusion 

This paper proposes a novel key management and distribution solution named 
MKMD, which has the nice property of reliability, scalability, added security, and 
efficiency. It can cooperate with our proposed key embedding algorithm and selective 
video encryption algorithm to implement an efficient access control mechanism for 
video multicast applications. Our proposed MKMD has the following advantages: 1) 
it is a complete solution with robustness, efficiency and scalability; 2) it is compatible 
with our proposed key embedding algorithm and video selective encryption 
algorithm, which can be exploited to achieve an improved design of a media-
dependent access control for secure video multicast; 3) it provides good reliability by 
an integrated key recovery mechanism without complicated computing and resource 
consumption derived from former ELK protocol; 4) It provides real-time processing, 
which is suitable for the deployment of secure video multicast. All these advantages 
have been validated by our extensive experimental results. 
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Abstract. In this paper, we propose a methodology for embedding watermark 
image data into color images. At the transmitter, the signature image is encoded 
by a multiple description encoder. The information of the two descriptions are 
embedded in the host image in the spatial domain in the red and blue compo-
nents. Furthermore, this scheme requires no knowledge of the original image 
for the recovery of the signature image, yet yields high signal-to-noise ratios for 
the recovered output. At the receiver, the multiple description decoder com-
bines the information of each description and reconstructs the original signature 
image. We experiment the proposed scheme for embedding a gray-scale signa-
ture image of 128×128 pixels size in the spatial domain of a color host image of 
512×512 pixels. Simulation results show that data embedding based on multiple 
description coding has low visible distortions in the host image and robustness 
to various signal processing and geometrical attacks, such as addition of noise, 
quantization, cropping and down-sampling. 

1   Introduction 

Various digital data hiding methods have been developed for multimedia services, 
where a significant amount of signature data is embedded in the host signal. The hid-
den data should be recoverable even after the host data has undergone some signal 
processing operations, such as image compression. It should also be retrieved only by 
those authorized [1, 2, 3, 4].  

The main problem of image hiding in another host image is a large amount of data 
that requires a special data embedding method with high capacity as well as transpar-
ency and robustness. Chae and Manjunath used the discrete wavelet transform (DWT) 
for embedding a signature image into another image, which has high visible distortion 
in the smooth area of the host image [2]. It is possible to improve their scheme by 
employing the human visual system (HVS) model in the process of information em-
bedding [3,4]; however, exact adjustment of the HVS model is not easy in many ap-
plications. As another approach for improving the robustness of data embedding, 
Mukherjee et. al. [5] designed a joint source-channel coding scheme for hiding a sig-
nature video in a video sequence. However, the channel optimized quantizer is not 
suitable in image hiding applications, where intentional or non-intentional manipula-
tions, are variable and not known in advance. 
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In this paper, we suggest to use a multiple description subband coder for encoding 
the signature image [7,8,9]. The two descriptions are embedded in different part of the 
host image in red and blue component which are analogies to two communication 
channel.  The algorithm can be used for watermarking color images and has a low 
complexity compare to many of the color image watermarking schemes [  Figure 1 
shows the block diagram of the overall system. At the receiver, the multiple descrip-
tion decoder combines the information of each description and reconstructs the origi-
nal signal. It can decode only one channel, when data on the other channel is highly 
corrupted; otherwise, it can combine the received information from both channels.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Overview of the Proposed Scheme 

The main advantage of encoding the signature image by two descriptions and em-
bedding these descriptors in the host signal is that with an appropriate strategy, we 
can reconstruct a good approximation of the signature signal, even when the host 
signal is severely attacked. 

In Section 2, we explain the data embedding and extraction, and in Section 3 we 
describe encoding and decoding process of the signature image using MDC. In Sec-
tion 4 the experiments and results of different tests are provided, and finally section 5 
summarize the paper. 

2   Data Embedding and Extraction 

The data embedding in the host image could be in the spatial or frequency domain 
[10, 11, 12, 13, 14, 15]. While data embedding in the spatial domain is more robust to 
geometrical attacks, such as cropping and down-sampling, data embedding in the 
frequency domain usually has more robustness to signal processing attacks, such as 
addition of noise, compression and lowpass filtering. In this paper, we use data em-
bedding in the spatial domain using the proposed algorithm in [16].  

Te data are embedded in one color component of the image based on its luminance. 
Since human eye is less sensitive to change in blue color, the method suggests  
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modification of the blue component [16]. However the method fails when the image 
has very low density of blue component. We use MDC and embed in both red and 
blue components, so that it can survive even for images with low density of blue 
component. We expect that high resilience of MDC coding of the signature signal can 
help the data embedding scheme to survive the signal processing attacks. 

In order to embed output indices of the signature image into pixel values at point 
(x, y) of the host image, we scramble and arrange these indices as a binary sequence: 

ndddD ,,, L21= , where kd  is a binary variable.  

We calculate the luminance value of a pixel at (x,y) using its three color compo-
nents r(x,y), g(x,y) and b(x,y) as 

),(114.0),(587.0),(299.0),( yxbyxgyxryxl ++=  (1) 

We select a group of pixel with higher value of blue components, and change the 
blue color component using this equation: 

=−

=+
=′

1),(.),(

0),(.),(
),(

idifyxlyxb

idifyxlyxb
yxb

α

α
 

(2) 

Where  is the embedding modulation factor. We do a similar process for embed-
ding value in red component of the pixels in the red dominated area of the host image. 

For data extraction, we do not need the original host image. For the data embedded 
in blue components, at first we calculate an estimate of the blue component of the 
modified pixel using its neighboring pixels in a window size of 3 by 3 pixels (C=1). 
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Here we use of 3 by 3 pixels (C=1) around each pixel. Now assuming that we em-
bed each bit M times, we can estimate the average of difference using 

)],(),
1

(ˆ[1
lylxbly

M

l lxbMk ′′−
=

′′=′′σ  
(4) 

The bit value is determined by looking at the sign of the difference between the 
pixel under inspection and the estimated original. In order to increase robustness, each 
signature bit is embedded several times, and to extract the embedded bit the sign of 
the sum of all differences is used. 

 We do a similar process for embedding value in red component of the pixels in the 
red dominated area of the host image. 

3   Encoding and Reconstruction of the Signature Image 

We decompose the signature image using the Haar wavelet transform, resulting in 
four subbands usually referred to as LL, LH, HL and HH. Fig. 2 shows the decompo-
sition scheme. 
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Fig. 2. The wavelet decomposition of the signature image 

We use a phase scrambling operation to change the PDF of the lowest frequency 
subband (LL) to a nearly Gaussian shape [17]. The added random phase could be con-
sidered as an additional secret key between the transmitter and the registered receiver. 

We encode the subbands using a PDF-optimized two-description scalar quantizer 
[18,19], assuming the Laplacian distribution for high frequency bands and the Gaus-
sian distribution for the LL subband after phase scrambling. In this paper, we have set 
the encoding bit-rate at three bit per sample (bps), and obtained PSNR value over 31 
dB for different tested images, which is satisfactory in image hiding applications. We 
use an integer bit-allocation among subbands based on their energies. The information 
of subband energies (15 bits) can be sent as side information or it can be encoded with 
a highly robust error correction method and embedded in the host image. We use the 
folded binary code (FBC) for representing output indices of quantizer to have higher 
error resilience. 

 

Fig. 3. Host Image- Bird 
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4 Experimental Results and Analysis 

We use a  host image of 512×512 pixels and signature image of 128×128 pixels 
size. The “Cameraman” image is used as signature images, and the two images 
“Birds” and “Boat” which are shown in Fig. 3 and Fig. 4 are used as the host 
 images. 

We set the embedding factors such that their PSNR values stays above 34 dB after 
data embedding. Fig. 3 shows a sample of reconstructed signature image. 

In order to evaluate the system performance, we calculate PSNR values of the  
reconstructed signature images. The system can be applied to applications such as 
hiding logo images for copyright protection, where the presence or absence of the 
signature is important more than the quality of the reconstructed image. In these ap-
plications, we usually set a threshold to decide on the amount of the cross correlation 
between the recovered signature and the original signature [1]. However, in this pa-
per, we concentrate only on image hiding applications and provide PSNR values of 
reconstructed images.  

 

Fig. 4. Host Image - Boat 

Resistance to Baseline-JPEG Compression: The JPEG lossy compression algorithm 
with different quality factors (Q) is tested. Fig. 5 and Fig. 6 show the recovered signa-
ture image before and after JPEG compression of the host image. Fig. 7 shows the 
PSNR variation for different Q factors. As shown in Fig. 7, the PSNR values drop 
sharply for Q smaller than 50.  

Resistance to JPEG2000 Compression: The JPEG2000 lossy compression algo-
rithm with different output bit rates is tested on the host image. Fig. 8 shows sample 
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of reconstructed image after JPEG-2000 compression of the host image. Fig. 9 shows 
the PSNR variation of the recovered signature images.  

Resistance to Median and Gaussian filtering: Median and Gaussian filters of 
3×3 mask size are implemented on the host image after embedding the signature. 
The PSNR of recovered signature are shown in Table 1. Fig. 10 and Fig. 11 show 
samples of reconstructed image after Median and Gaussian filtering of the host 
image. 

 
  

Fig. 5. Samples of reconstructed signature images 

 

Fig. 6. Samples of reconstructed signature images after JPEG compression of the host image 
with Q=55 
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Fig. 7.  PSNR variation of recovered signature image due to JPEG-compression of the host 
image 

 

Fig. 8. Samples of reconstructed signature images after JPEG-2000 compression of the host 
image at 0.2bps  

Table 1. PSNR (dB) values of the recovered signature images after implementing median and 
Gaussian filters on the host image 

 Median Filter Gaussian Filter 
Extracted from Bird Image 20.65 25.80 
Extracted from Boat Image 21.65 24.43 
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Fig. 9.  PSNR variation of recovered signature image due to JPEG2000 compression of the host 
image 

 

Fig. 10. Samples of reconstructed signature images after Median filtering 

Resistance to Cropping: Table 2 shows PSNR values when some parts of the host 
image corners are cropped. Fig. 12 shows the host image after 10% cropping. Consid-
erably good resistance is due to the existence of two descriptors in the image and 
scrambling of embedded information, which makes it possible to reconstruct the sig-
nature image information in the cropped area from the available descriptor in the non-
cropped area. Fig. 13 shows sample of reconstructed image after 10% cropping of the 
host image. 
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Fig. 11. Samples of reconstructed signature images after Gaussian filtering the host image   

 
Fig. 12.  Sample of the host image after 10% cropping 

Table 2. PSNR (dB) values of the recovered signature image for different percentage of crop-
ping  the host image 

 5% 10% 15% 20% 
Extracted from Bird 

Image 
23.48 21.52 20.60 19.82 

Extracted from Boat 
Image 

26.25 23.65 20.20 20.70 
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Table 3. PSNR (dB) values of the recovered signature image after different amount of down-
sampling the host image 

 1/2 1/4 1/8 
Extracted from Bird Image 23.18 19.15 18.27 
 Extracted from Boat Image 24.33 17.44 16.75 

 

Fig. 13. Samples of reconstructed signature images after cropping the host image  

 

Fig. 14. Samples of reconstructed signature images after down-sampling the host image  

Resistance to Down-sampling: Due to loss of information in the down-sampling 
process, the host image cannot be recovered perfectly after up-sampling. However, it 
is possible to recover the signature image from those pixels available in the host im-
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age, as the two descriptions of the signature image information are scrambled and 
distributed in the host image. Table 3 lists PSNR values after several down-sampling 
processes. Fig. 14 shows sample of reconstructed image after down-sampling by 2 of 
the host image.  

5   Conclusions 

We have presented a new scheme for embedding a gray-scale image into a color host 
image. The signature encoding is based on multiple description subband image cod-
ing, and the embedding process is performed the spatial domain. The proposed system 
does not need the original host image for recovering the signature at the receiver. 
Since the system uses embedding in both red and blue components, it can works well 
for variety of images with different distribution of colors. We evaluate the recon-
structed signature image quality when the host undergone various signal processing 
and geometrical attacks. The results show the system has good robustness. The devel-
oped system has low implementation complexity and can be extended for embedding 
video in video in real time.  
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Abstract. Permutation-only image ciphers encrypt images by permut-
ing the positions of all pixels in a secret way, which are unfortunately frail
under known-text attack. In view of the weakness of permutation-only al-
gorithms, a color image encryption algorithm based on magic cube trans-
formation and a new modular arithmetic operation is designed. First, a
natural number chaotic sequence is created with the secret key. For the
sake of higher security, all secret keys are generated by different chaotic
maps, and thus increase the security for decryption. Second, we imple-
ment the position permutation algorithm by magic cube transformation
with chaotic sequences. Third, the pixel-substitution algorithm is real-
ized by changing the image pixel value, with a XOR plus mod diffuse
operation and a modular arithmetic operation. Finally, experimental re-
sults are given to demonstrate the efficiency and high security of our
novel algorithm.

1 Introduction

Recent trend in wired/wireless communication has been to include multimedia
data such as video, image, voice, music, text, etc. Especially, image and video
content is preferred because of its information-implicative property. However,
due to the intrinsic characters of images and videos such as bulk data capacity
and high redundancy, encryption on which needs their own special requirements.

In order to fulfill such a need, many encryption schemes have been proposed
and analyzed as possible solutions in [1, 2, 3, 4, 5, 6, 7], among which most of
them are based on chaotic systems [3, 4, 5]. It has been proved that chaotic
sequences provide much more additional benefits than pseudo-random sequences
in applications of bulk data encryption algorithms [6, 7, 10, 11, 12, 13], which
make full use of two special features of chaotic maps, one is the sensitivity to
initial conditions and parameters, the other is the mixing property (topological
transitivity or ergodicity).

Meanwhile, with the development of more and more encryption schemes
and cryptanalysis work, it has been pointed out that some multimedia encryp-
tion schemes are insecure [1, 2, 3, 4]. In practical applications, there are three
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c© Springer-Verlag Berlin Heidelberg 2005



A Color Image Encryption Algorithm Based on Magic Cube Transformation 271

major kinds of methods used for constructing secure encryption algorithms:
permutation, substitution, and their combining form, due to its frailty under
known-text attack, we need to improve its security and its resistance to hostile
attack.

After analyzing the security characteristics of a class of encryption schemes
proposed in [1, 2, 3, 4], the present paper continues the same pursuit with fur-
ther improvement on multimedia encryption security, we propose a novel image
encryption algorithm based on magic cube transformation and a modular arith-
metic operation, which is essentially motivated by the observation to the rules of
magic cube game, totally using the advantages in both of pixel-position permu-
tation and pixel-value substitution, and thus to compose our image encryption
scheme.

The rest of the paper is arranged as follows: Section 2 describes the definition
of magic cube transformation. Section 3 introduces chaotic sequences generators
using various chaotic maps. Section 4 constructs a new image encryption scheme
based on magic cube transformation and a new modular arithmetic operation
using various nonlinear chaotic maps. Section 5 shows some experimental results
with detailed analysis. Finally, in section 6 some characteristics of the proposed
algorithm are discussed and summarized.

2 The Definition of Magic Cube Transformation

Based on the present algorithms for image encryption and decryption, inspired
by the ideas and rules of magic cube toy, we define a new method for image
encryption named as magic cube transformation.

Magic cube game is a process for segmenting the source cube into several
sub-cubes, changing the order of the sub-cubes by shifting and rotating them
along its cube surface, not only can we make up the desired sequence but also
mess up the sequence of sub-cubes.

Consider a magic cube toy of order n, and denote a magic cube matrix
A = a(i, j), 0≤i, j≤n − 1, and then the following properties [8] are obtained: (1)
Each of the integers from 1 to n×n inclusively occurs exactly once among the
entries of A; (2) For 0≤i≤n − 1, 0≤j≤n − 1, after magic cube transform, the
sum

∑n−1
i=0 aij ,

∑n−1
j=0 aij and

∑n−1
i=0 aii is independent of and separately.

According to the rules of magic cube game, each row and column of the
image matrix can be shifted circularly with given control parameters. Introducing
the ideas of circular shifting, rotating a row of the image means shifting h(k)
times iteratively in horizontal direction. We define shifting times h(k) as control
parameters, which can be obtained by the algorithm described in section4.1.

A digital image can be regarded as a two-dimensional matrix IM×N , where
M and N are the height and width of the image respectively. The parameters
used in process of shifting and rotating are defined as control parameters. The
magic cube transformation can be described as follows:

I ′M×N = f(IM×N , h(k)) (1)
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where IM×N is the original image and I ′M×N is the ciphered one, h(k) is the
shifting times. The symbol denotes the mapping function from to f(·). In prac-
tical applications, this magic cube transformation can be shifted iteratively for
a certain times to attain a satisfying encrypting result.

3 Chaotic Sequences Generators Using Various Chaotic
Maps

Utilizing chaos as a chaotic sequence generator has become an important and
exciting study field in the past decade, since it is non-periodic, non-convergent
and extremely sensitive to the initial condition. Among the various nonlinear
chaotic maps, the most famous and widely used, is the so-called logistic map,
which is one of the simplest systems exhibiting order-to-chaos transitions, the
basic logistic map is formulated as:

τ(x) = μx(1 − x) (2)

xk + 1 = μxk(1 − xk) (3)

where k = 0, 1, 2, · · · , 0≤μ≤4, μ is called the branch parameter.
All the statistical properties [13] show that the mixing property of the chaotic

sequence equals to the effect of adding discrete white noise. This critical issue
is what to be needed in the process of image encryption. With some simple
variable substitution, logistic map can be redefined within the range of (−1, 1)
as the following formula:

xk+1 = 1 − λ·xk
2 (4)

where λ ∈ [0, 2], when λ = 2, the chaotic maps are called the full-maps.
In this paper, we also utilized another two important chaotic dynamic sys-

tems; one is so-called exponential chaos system, defined by the following formula:

xk+1 = μxkmodL (5)

The other so-called sin-iteration chaos system is described as follows:

xk+1 = sin2(b · arcsin
√

x(n)) (6)

4 Image Encryption and Decryption Algorithm

The thorough encryption/decryption algorithm consists of the following two
steps: image pixel-position permutation algorithm using magic cube transfor-
mation and chaotic sequences; image pixel-value substitution algorithm by a
new modular arithmetic operation.
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4.1 Image Pixel-Position Permutation Algorithm

The following four steps achieve the detailed pixel-position permutation algo-
rithm:

Step1: input the plain-image I, which is represented by a matrix IM×N ,
with a initial secret keys: (kR

0 , nr, k
G
0 , ng, k

B
0 , nb), where kR

0 , kG
0 , kB

0 is the initial
condition of the chaotic maps, nr, ng, nb is the iterated times.

Step2: separately calculate the following three chaotic sequences xR
k , xG

k , xB
k ,

using formula (7) by three different dynamic chaotic maps: logistic maps
(formula 4), exponential chaotic maps (formula 5) and so called sin-iteration
chaotic maps (formula 6), respectively for processing the Red, Green and Blue
channel in color image.

xk = {xR
k , xG

k , xB
k |k = 0, 1, 2, · · ·, (M + N)·n − 1} (7)

Now we can directly implement our image pixel-position permutation algorithm
by using the above chaotic sequences, which are denoted as the shifting con-
trol parameter set H = {h(k)|k = 0, 1, 2, · · ·, (M + N)·n − 1} with magic cube
transformation.

Step3: shuffle the positions of the plain image rows by rows, columns by
columns with control parameter h(k) obtained in step2 using the formula (1).

Step4: after all the pixels’ positions have been permutated, we get the
permutation-only image noted as Ipem.

Obviously, the above permutation-only algorithm just re-arranges the pixel
positions without change the pixel’s gray value, and there are still some potential
weak points existing in these permutation-only algorithms [9], which are frail
under known-text attack [3].

However, because different pixels’ positions of the image may have the same
gray value, the larger the probability of the repetition, the more difficult the
decryption will be. To deal with the weakness of pure position permutation, we
need further substitution algorithm to change the pixel’s gray value to achieve
more secure encryption algorithms.

4.2 Image Pixel-Value Substitution Algorithm

Assume that Ipem and Isub
pem(i, j) are separately the pixel value of the image before

and after substitution in the position (i, j), where 0≤i≤M − 1, 0≤j≤N − 1 ; In
order to design a substitution map function which is strong enough to resist the
decryption attack and is unpredictable, here we need to define a new modular
arithmetic operation as follows.

Considering two integers M and N , where M < N , the result of modular
arithmetic operation between two integers is the arithmetical compliment ob-
tained through M dividing N , we can get the two modular integers X and Y as
follows:

Y = (X + M)%N ; M = (Y − X)%N (8)
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Now we can realize our pixel-value substitution algorithm with the following
two steps:

Step1: do modular arithmetic operation ( defined as pmod(·) ) using formula
(8) with the permutation image in section 4.1, and then do XOR plus mod
diffuse operation [5] with the chaotic sequence created by the formula (4,5,6),
where L is the color level of each channel for color image, the cipher process is
as follows:

Imod
pem (i, j) = Pmod(Ipem(i, j)) (9)

C(k) = C(i×W + j) = Isub
pem(i, j)) (10)

I(k) = I(i×W + j) = Ipem(i, j)) (11)

C(k + I) = xk⊗{[I(k) + xk]mod(L)}⊗C(k) (12)
For the sake of increasing the security of the encrypted image, we need to

cut some front numbers in the chaotic sequence, the reserved sequence is x(k)
(k = t, t + 1, t + 2, · · ·, t + 3·(M + N)·n − 1 , where t is the segment point from
which we begin to cut the chaotic sequence.

Step2: the corresponding adverse substitution algorithm is operated with
the following inverse XOR plus mod diffusing formula:

I(k + 1) = {xk⊗C(k + 1)⊗C(k) + L − xk}mod(L) (13)

Then we do the inverse modular arithmetic operation for decryption.

5 Experiments Results and Security Analysis

We make many experiments with color images of different sizes by applying the
new algorithm presented in this paper. The image decrypted with the right key
is identical to the original one, while with the wrong key the decrypted one
is erroneous. The encrypted image is so disarranged and pixel-changed that it
cannot be recognized correctly. The results indicate that the proposed algorithm
can get satisfying color image encryption effect.

5.1 Key Sensitive Test and Analysis

We performed a typical key sensitivity test according to changing the least sig-
nificant bit of the key. A color image is encrypted by using the ciphering test
key k1 = (0.75436285, 10, 0.46270933, 10, 0.22659072, 10), where the least sig-
nificant bit of the key is changed, so the original key becomes the new one
k2 = (0.75436284, 10, 0.46270933, 10, 0.22658172, 10). Figures 1, 2 show our key
sensitive test results. The image encrypted by k1 has 99.99% differences from
the one encrypted by k2 in terms of pixel values, although there is only one least
significant bit difference in the two keys. Moreover, if a key is used to encrypt
an image, while another trivially modified key is used to decrypt the ciphered
image, and then the decryption does not succeed.
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Fig. 1. Plain image and its ciphered one with key sensitive test: re-
sult1. Top left: Plain image. Top right: Encrypted image with the key
k1. Bottom left: Encrypted image with the key k2. Bottom right: Dif-
ference image. k1 = (0.75436285, 10, 0.46270933, 10, 0.22658172, 10). k2 =
(0.75436284, 10, 0.46270933, 10, 0.22658172, 10).

5.2 Key Space Analysis

The key space of a good encryption algorithm should be large enough to make
brute-force attack infeasible. Our proposed image encryption algorithm is a 192-
bit encryption scheme whose key space size is 2192≈5.4526×1057. An opponent
may try to bypass guessing the key and directly guess all the possible combinations
of the chaotic sequences, such as the control parameters of the keys. Considering
a 512×512 color image, which is encrypted by our algorithm, possible control pa-
rameters are 108×108×108 = 1032, notice this is just for one round of the several
iterations. If we use different ciphering keys in each ciphering round, then we will
get further larger key space, which is enough to prevent the exhaustive searching.
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Fig. 2. Plain image and its ciphered one with key sensitive test: result2.
Top left: Plain image. Top right: Encrypted image with the key k1. Bottom
left: Decrypted image with the correct key k1. Bottom right: Decrypted im-
age with the wrong key k2. k1 = (0.75436285, 10, 0.46270933, 10, 0.22658172, 10).
k2=(0.75436284, 10, 0.46270933, 10, 0.22658172, 10).

5.3 Known-Plaintext Attack Analysis

In known-plaintext attacking scenarios, our proposed method cannot be broken
with only one known plaintext and its corresponding cipher-text f ′, according
to the known-plaintext attack method described in [3], the plaintext can not be
decrypted by using the mask image fm = f⊗f ′, for our encryption algorithm
using a modular arithmetic operation and XOR plus mod diffusing method,
which is strong enough to resist the known-text attack.
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Fig. 3. Histogram of the plain-image and the cipher-image. Left: Histogram of Plain
image (Red, Green, Blue) Right: Histogram of Cipher image.

5.4 Statistical Analysis

Statistical analysis [4, 5] has been performed on the proposed image encryption
algorithm, demonstrating its superior confusion and diffusion properties, which
strongly resist statistical attacks. This is shown by a test on the histograms of
the enciphered images and on the correlations of adjacent pixels in the ciphered
image.

Histograms of Encrypted Images. Select several color images of size 512×
512 that have different contents, and calculate their histograms. One typical
example among them is shown in Fig.3. From the figure, one can see that the
histogram of the ciphered image is fairly uniform and is significantly different
from that of the original image.

Correlation of Two Adjacent Pixels. To test the correlation between two
vertically adjacent pixels, two horizontally adjacent pixels, and two diagonally
adjacent pixels, respectively, in a ciphered image, the following procedure was
carried out. First, randomly select 1000 pairs of two adjacent pixels from an im-
age. Then, calculate the correlation coefficient of each pair by using the following
discrete two formulas from [5]:

cov(x, y) =
1
N

N∑
i=1

(xi − E(x))(yi − E(y)); rxy =
cov(x, y)√
D(x)

√
D(y)

; (14)

where x and y are grey-scale values of two adjacent pixels in the image.
Fig.4 shows the correlation distribution of two vertically adjacent pixels in the

plain-image and that in the cipher-image: the average correlation coefficients are
0.9799 and 0.0180, respectively, which are far apart. Similar results for diagonal
and vertical directions were obtained, which are shown in Table 1:
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Table 1. Correlation coefficients of two adjacent pixels in two images

Horizontal Vertical Diagonal

Plain-Image Red 0.9799 0.9798 0.9775
Green 0.9809 0.9325 0.9652
Blue 0.9322 0.9706 0.9403

Ciphered-Image Red 0.0180 0.0083 0.0324
Green 0.0099 0.0104 0.0273
Blue 0.0152 0.0216 0.0177
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Fig. 4. Correlations of two horizontally adjacent pixels in the plain-image and in the
encrypted image

5.5 Attacks and Analysis

Taking into account the variation tolerance of image processing operations, some
attack issues on an image encryption scheme are also important, apart from the
security consideration. These attacks include ability of surviving from JPEG
compression, of Gaussian noise. Here, the PSNR of the noise-contaminated im-
age is 15.08(dB), and the deciphered image cannot be recovered correctly from
the Gaussian noise-added encrypted image, JPEG compression also greatly af-
fects decrypted result, as shown in Fig.5, where the quality factor used by JPEG
compression is 65, and PSNR =15.82(dB). This test results show that the ci-
phered image after JPEG compression can still be decrypted with most recovered
information.

6 Conclusions

A new color image encryption algorithm based on magic cube transformation
and modular arithmetic operation has been proposed in this paper. Chaotic
sequence helps to form the magic cube transformation matrix based on keys,
while the modular arithmetic operation and XOR plus mod diffusing method
increases the security. Our new algorithm is secure enough to resist the following
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Fig. 5. Results from attack tests of image processing operations. Top left: Plain im-
age. Top right: Encrypted image. Middle left: Encrypted image with Gaussian noise
addition. Middle right: Decrypted image with Gaussian Noise addition. Bottom left:
Encrypted image under JPEG Compression. Bottom right: Decrypted image under
JPEG Compression.
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attacks: the brute-force attack, ciphertext-only attack, known/chosen-plaintext
attack and statistical attack. There is no decrease in quality of the original
image during encryption. Experimental results and key space analysis have both
demonstrated the feasibility and efficiency of our novel algorithm.
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Abstract. Advanced Video Coding is recently announced and widely used, 
although the according protection means have not been developed thoroughly. 
In this paper, a selective encryption scheme is constructed on Advanced Video 
Coding. During AVC encoding, such sensitive data as intra-prediction mode, 
residue data, inter-prediction mode and motion vector are partially encrypted. 
This encryption scheme keeps secure against brute-force attack, replacement 
attack or known-plaintext attack, combines encryption process with 
compression process with low cost, and keeps the file format unchanged with 
some direct operations (such as displaying, time seeking, copying, cutting, etc.) 
supported. These properties make it suitable for secure video transmission. 

1   Introduction 

With the development of computer technology and Internet technology, multimedia 
data are used more and more widely. In order to keep secure, multimedia encryption 
has being studied. For video encryption, the study undergoes two periods: complete 
encryption and partial encryption. The fist one encrypts raw data or the compressed 
data directly with traditional or advanced ciphers. For example, some algorithms 
encrypt raw data directly [1-3], which permute the uncompressed videos and are often 
used to encrypt TV signals. Some other algorithms encrypt the compressed data 
directly [4,5], which are of both high security and high complexity. Thus, these 
algorithms are more suitable for secure video storing. The second one encrypts videos 
partially or selectively in order to obtain higher efficiency. For example, some 
algorithms encrypt only the signs of DCT coefficients or motion vectors [6,7,8], some 
algorithms permute DCT coefficients partially or completely during compression 
process [9-13], and some algorithms combine encryption process with Variable 
Length Code (VLC) [14,15]. These algorithms are often of low cost and suitable for 
video transmission. 

The Advanced Video Coding (AVC) [16,17] has some apparent differences 
compared with MPEG1/2 codec. For example, the video frames are encoded with 4×4 
or 2×2 integer DCT in AVC while with 8×8 DCT in MPEG1/2, the intra-macroblocks 
are encoded with intra-prediction mode according to the adjacent ones while they are 
encoded independently with only the DCs differentiated, and the inter-macroblocks 
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are encoded with scalable inter-prediction mode while with fixed inter-prediction 
mode in MPEG1/2. Due to these differences, the AVC codec produces a bit-stream 
composed of many more parameters than MPEG1/2 does. In AVC, the produced data 
stream includes synchronization information (sequence-, picture-, slice- syntax), intra-
macroblock information (macroblock type, coded block pattern, intra-prediction mode 
and residue data) and inter-macroblock information (macroblock type, coded block 
pattern, inter-prediction mode, motion vector difference and residue data). According 
to these differences, the encryption algorithms used in AVC videos may be different 
from the ones used in MPEG1/2 videos.  For example, encrypting only the residue 
data may be not secure for some frames because the intra-prediction mode is 
important to frame’s understandability, and encrypting only the macroblock type 
information is not secure enough because this information can be easily recovered in 
some frames with plane texture. It is not secure to encrypt only the intra-prediction 
parameters [18] because attackers can recover the frame’s content with replacement 
attack [19]. For example, Fig. 1(a) is encrypted with intra-prediction permutation, and 
Fig. 1(b) is the frame with the intra-prediction modes set a certain one. As can be 
seen, the frame can still be understood. Thus, the parameters to be encrypted should 
be carefully selected. 

    

(a)                                                                          (b) 

Fig. 1. Replacement attack of only permuting intra-prediction mode [18]. (a) is the original 
video, while (b) is the one recovered by setting the intra-prediction mode fixed value. 

For a video encryption algorithm, some features are often required, such as 
security, time efficiency, format compliance, and error robustness. In this paper, we 
propose a partial-encryption scheme based on AVC codec, which gets a good tradeoff 
between these requirements. In this scheme, the format information is kept 
unencrypted, and both the intra-macroblocks and the inter-macroblocks are partially 
encrypted. In order to reduce the sensitivity to transmission errors, the data stream is 
encrypted segment by segment with the slice as a unit. The encryption progress is 
controlled by a key generation and distribution scheme that is used to assign sub-keys 
to slices. 
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The rest of the paper is arranged as follows. In Section 2, the encryption scheme is 
presented based on the analysis of AVC parameters.  And this scheme’s performances 
are analyzed in detail in Section 3. Finally, some conclusions are drawn and future 
work is presented in Section 4. 

2   The Proposed Encryption Scheme 

In AVC, each frame is partitioned into macroblocks that are encoded with either intra-
frame mode or inter-frame mode. In order to protect video data, both the texture 
information and motion information should be encrypted. For intra-macroblocks, their 
texture information prefers to be protected, which includes code block pattern, inter-
prediction mode and residue data. For inter-macroblocks, the motion vector difference 
determines the motion information, which prefers to be encrypted. Partial encryption 
is adopted to obtain high efficiency. Here, we encrypt such parameters as intra-
prediction mode, intra-macroblock’s residue and motion vector difference (MVD) 
partially. For intra -prediction mode, the VLC code (Exp-Golomb Entropy coding) 
[16,17] is partially encrypted with Partial Encryption of Mode (PEM). For residue 
data, only the DCs and the signs of the ACs are encrypted with Partial Encryption of 
Coefficients (PEC). For MVDs, only their signs are encrypted with Partial Encryption 
of Vectors (PEV) in order to keep low cost. Thus, the encryption processes can be 
combined with the compression process, which is shown in Fig. 2. The decryption 
processes are symmetric to the encryption ones. All the encryption/decryption 
operations are under the control of the sub-keys produced by a key generator. 

2.1   Partial Encryption of Intra-prediction Mode (PEM) 

For intra-prediction encoding, the intra-prediction modes change with the block size. 
There are 16 modes for 4×4 luma block, 4 modes for 16×16 luma block and 4 modes 
for 8×8 chroma block, respectively. In AVC, the intra -prediction modes are encoded 
with Exp-Golomb codes [16]. This kind of codeword is composed of R zeros, one ‘1’-
bit and R bits of information (Y). Thus, the intra-prediction mode is X=2R+Y-1, 
where 

2log ( 1)R X= + . The encryption process is applied as follows: X is firstly 

encoded into a variable-length code with Exp-Golomb coding, and then only the 
information Y is encrypted into Z with a stream cipher [20]. Here, a stream cipher 
supports the plaintext with variable length, which is more suitable for the encoded 
stream than a block cipher. The decryption process is symmetric to the encryption 
one. 

2.2   Partial Encryption of Coefficients (PEC) 

The intra-macroblock’s residue data and MVDs are encrypted with a stream cipher. 
Among them, DCs are first encoded with VLC coding and then encrypted completely, 
while ACs are first encrypted with sign-encryption and then VLC-encoded. These 
processes keep the compression ratio and file format unchanged. Here, the stream 
cipher proposed in [20] is used, which belongs to ciphertext-feedback mode. 
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Fig. 2. AVC based encryption and decryption processes. Three encryption operations PEM, 
PEC and PEV are inserted into encoding process under the control of key generator. The 
decryption process is symmetric to the encryption one. 

2.3   Partial Encryption of Motion Vectors (PEV) 

Motion vectors determine the motion information of the video sequence. In order to 
keep low cost, only the signs of MVDs are encrypted with a stream cipher [20]. The 
changes in signs do not affect the compression process. For convenience, the 
encryption process is applied followed with the VLC encoding process. In decryption, 
the MVDs are firstly decoded, and then decrypted. 

2.4   Key Generator 

In this encryption scheme, three encryption operations are introduced into AVC 
encoding or decoding process. In order to keep secure, the three encryption operations 
can be controlled by different sub-keys. Thus, a key generator is needed to generate 
these sub-keys. Similarly, data streams can be encrypted segment by segment with 
multi-keys, which not only strengthen the system but also improve its robustness to 
transmission errors. Here, we encrypt the video stream with the slice as a segment, 
and assign each slice a different sub-key. Thus, if errors happen in a slice, then only 
the according slice is fault-decrypted, while other ones can still be decrypted 
correctly. 
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3   Performance Analysis 

3.1   Perception Security 

Cipher Video. In the proposed encryption scheme, both the texture information and 
the motion information are encrypted, which make the videos unintelligible. Fig. 3 
gives the encryption results of some sample videos. The cipher videos ((c) and (d)) 
are both too chaotic to be understood. Thus, this encryption scheme is of high 
perception security. 

   

(a)                                                                            (b) 

   

(c)                                                                           (d) 

Fig. 3. Results of video encryption. (a) is the original video, (b) is the original video, (c) is the 
encryption result of (a), and (d) is the encryption result of (b). 

Key sensitivity. Taking QCIF Foreman for example, Fig. 4 gives the video encrypted 
with k0=1000, and the videos decrypted with k1=1001, k2=999 and k0=1000. 
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(a)                                                                               (b) 

   

(c)                                                                             (d) 

Fig. 4. Test of key sensitivity. (a) is the cipher video encrypted with k0=1000, (b) is the video 
decrypted with k1=1001, (c) is the video decrypted with k2=999 and (d) is the video decrypted 
with k0=1000. 

As can be seen, slight difference in the key causes great differences in the decrypted 
videos. This property shows that the encryption scheme is of high key-sensitivity, 
which increases the difficulty of statistical or differential attacks. 

3.2   Ciphertext-Only Attacks 

Brute-force attack. Two kinds of brute-force attack may be adopted. The first one is 
to enumerate the user key, while the second one is to enumerate the encryption space 
of the internal operations. In this encryption scheme, each slice is encrypted under the 
control of a sub-key that is generated from the user key. Generally, the user key is 
bigger than 128-bit, and the brute-force space is more than 2128, which is too large for 
attackers to break the cryptosystem. The second kind of attackers tries to recover the 
original videos. That is, to recover the intra-prediction mode, MVD’s signs and intra-
macroblock’s residue data. The difficulty is determined by the encryption scheme. For 
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W×H frame, if m macroblocks are intra-encoded, and n ones are inter-encoded, then 
the brute-force space is 

2 2 ( ) /128 ( 2)(2 ) (2 2 ) 2 2n R L m n R L m WH R L m
frameS + + + + −= ⋅ ⋅ = =  

Here, m+n=WH/256 and R+L>2, where R is the code parameter mentioned in Section 
2 and L is the length of a slice stream. Thus, Sframe increases with m. Taking QCIF for 
example, W×H=176×144, and Sframe 2198+m 2198. As can be seen, the brute-force 
space is too large for attackers to recover the original videos. 

Replacement attack. Replacement attack [19] is used to break multimedia encryption 
algorithms under the condition of ciphertext-only attack. That is, the encrypted data can 
be replaced by some other data, which makes the decoded multimedia data 
understandable. For example, in wavelet-based codec, only encrypting the coefficients 
in low frequency is not secure enough because multimedia data can be understood if the 
encrypted coefficients are replaced by zeros [21]. As has been analyzed in Section 1, 
encrypting only the intra-prediction mode is not secure enough. In the proposed 
encryption scheme, both of them are encrypted, which make replacement attack 
difficult. Fig. 5 shows the video recovered by replacement attack. Here, (a) is the 
original video, and (b) is the one recovered by replacing all the intra-prediction modes 
with certain value. As can be seen, the recovered video is too chaotic to be understood, 
which proves the encryption scheme’s security against replacement attack. 

   

(a)                                                                           (b) 

Fig. 5. Test of replacement attack. (a) is the original video, and (b) is the video recovered by 
replacing the intra-prediction mode with certain value. 

3.3   Known/Select-Plaintext Attack 

If the plain-video is known to attackers, the plain-cipher double can be used to reduce 
the difficulty of brute-force attacks. In the proposed encryption scheme, the intra-
prediction modes, residue data of intra-macroblock and MVD signs are encrypted 
with stream ciphers. The difficulty to recover the key from the plain-cipher double is 
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determined by the adopted stream cipher. Here, if the stream cipher is of good random 
property [20], which has been verified difficult to recover the initial-value from only 
the produced sequence, the plaintext does little help to breaking the key. If the 
attackers can select various plain-videos, then they can use different plain-cipher 
doubles to recover the key. In the proposed encryption scheme, different slices are 
encrypted under the control of different keys, which makes attackers difficult to 
obtain enough suitable plain-cipher doubles. However, different from text/binary 
encryption, attackers may adopt video processing methods [19] together with 
cryptanalysis methods to break video encryption algorithms. Thus, the system’s 
security against some unknown select-plaintext attacks needs to be further studied. 

3.4   Computational Cost 

The computing complexity of the proposed encryption scheme depends on the 
encrypted data volumes and the stream cipher’s cost. Among them, the data to be 
encrypted include the intra-prediction mode, the encoded DCs, the signs of ACs and the 
signs of MVDs. In practice, the encryption data ratio (Edr) is often smaller than 10%, 
which is defined as the ratio between the encrypted data volume and the whole data 
volume. Similarly, the operation time ratio between the stream cipher and the encoding 
process is very small. That is because the encryption process is realized by bit-wise 
operation, with high time-efficiency. In experiments, we test the time-efficiency of the 
encryption/decryption process, which is measured by the time ratio between 
encryption/decryption and compression/decompression. Table 1 gives the experimental 
results. As can be seen, encryption/decryption makes up no more than 10% percents of 
the compression/decompression, which shows that the encryption/decryption process 
does not affect the compression/decompression process greatly. 

Table 1. Test of the scheme’s time-efficiency 

Time ratio 

Video Size Ratio between 
Encryption and 
Compression 

Ratio between 
Decryption and 
Decompression 

Foreman QCIF 0.6% 4.3% 
Akiyo QCIF 0.8% 4.1% 
Mother QCIF 0.9% 5.7% 
Mobile CIF 0.7% 4.2% 
Football CIF 1.1% 5.3% 
Akiyo CIF 0.8% 6.1% 

4   Conclusions and Future Work 

A video encryption scheme is presented and analyzed in this paper, which encrypts 
the intra-prediction mode, the intra-macroblock’s residue data and the MVD partially 
and selectively during AVC encoding. It keeps the format information unencrypted, 
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which supports some direct operations. It obtains high time-efficiency through 
reducing the encrypted data volumes, which makes it practical to incorporate 
encryption operations in the encoding process. Both the texture information and 
motion information are encrypted, which makes the scheme not only secure in 
perception but also secure against brute-force and known-plaintext attacks. 
Additionally, the segment-based encryption mode makes the scheme of higher 
robustness to transmission errors. These properties make the scheme suitable for real-
time video transmission. The scheme’s security against some special attacks and its 
hardware-implementation will be further studied in the future. 
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Abstract. Key frame extraction has been recognized as one of the important re-
search issues in video information retrieval. Until now, in spite of a lot of re-
search efforts on the key frame extraction for video sequences, existing ap-
proaches cannot quantitatively evaluate the importance of extracted frames in 
representing the video contents. In this paper, we propose a new algorithm for 
key frame extraction using shot coverage and distortion. The algorithm finds 
significant key frames from candidate key frames. When selecting the candidate 
frames, the coverage rate for each frame to the whole frames in a shot is com-
puted by using the difference between adjacent frames. The frames with the 
coverage rate within 10% from the top are regarded as the candidates. Then, by 
computing the distortion rate of a candidate against all frames, the most repre-
sentative frame is selected as a key frame in the shot. The performance of the 
proposed algorithm has been verified by a statistical test. Experimental results 
show that the proposed algorithm improves the performance by 13 – 50% over 
the existing methods. 

1   Introduction 

The last few years’ developments in software tools have made areas such as multime-
dia databases quite feasible. The incredible rates at which these databases are publish-
ing have exceeded the capabilities of current text base cataloguing. As the number of 
multimedia contents such as video sequences increase rapidly, the importance of 
video indexing has been emphasized. Since multimedia contents include a large 
amount of information, it is difficult to find key issues without searching full data in 
multimedia contents. To solve the problem, it is necessary to partition multimedia 
contents into a set of meaningful and manageable segments [1,2]. In order to partition 
multimedia contents, a video is segmented into shots that are sets of frames generated 
during a continuous operation and represent continuous action in time and space. 
After shots are segmented, the most representative frame which can represent the 
salient content of the shot. Depending on the content complexity of shot, one or more 
key frames can be extracted from a shot [3]. It is also necessary to extract key frames 
in each video shot, because key frames are utilized for effectively summarizing, 
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browsing, retrieving, and comparing multimedia contents [4,5,6]. In video sequences, 
a key frame is the significant frame that indicates the substance of a shot very well. 
But it is difficult to exactly extract key frames, because methods for extracting key 
frames utilize low-level features without semantic information, which depends on the 
subjectivity of users [1,7,8].  

2   Related Works 

Until now, a lot of research has been carried out regarding the key frame extraction. The 
method proposed by Nagasaka and Tanka considers key frame as the first frame among 
frames in a shot after detecting shot boundary [9]. This method is very simple and easy 
to compute. But regardless of the substance of shot, the number of key frames is limited 
to one frame per shot. Furthermore, the first frame normally is not stable and does not 
capture the major visual contents. Zhang and Smoliar proposed a method, which uses 
the multiple visual criteria such as shot information, color and motion features to extract 
key frames in a shot [10]. Zhang’s method segments the video into shots and selects the 
first frame of each shot as a key frame. Then, using color and motion features, other 
frames in the shot that are sufficiently different from the last key frame are marked as 
key frames as well. Zhang’s approach is relatively fast. However, it does not effectively 
capture the visual contents of the video shot, since the first frame in a shot is not neces-
sarily a key frame. Assuming that the camera position is focused at a significant frame, 
Wolf proposed a motion based approach to key frame extraction [11]. This method first 
computes the optical flow for each frame [12], and then computes a simple motion 
metric based on the optical flow. Finally, this method analyzes the metric as a function 
of time to select key frames at the local minima of motion. Wolf’s method is more so-
phisticated due to the analysis of motion and extracts key frames without restricting the 
number of key frames, but it is computationally expensive. Gresle and Huang proposed 
a shot activity based approach [6]. They first compute the intra- and reference histo-
grams and then compute an activity indicator. Based on the activity curve, the local 
minima are selected as the key frames. However, its underlying assumption of local 
minima is not necessarily correct. Also, the computation time is expensive. Han and 
Tewfik proposed a key frame extraction scheme after detecting shot boundaries using 
eigenvectors and eigenvalues [13]. This method extracts key frames by reducing the 
amount of data, but the extracted key frames cannot completely represent the shot be-
cause the complexity of shot has not been considered. In spite of a great deal of research 
efforts on the key frame extraction, methods for extracting representative key frames 
that represent the major visual contents still need improvement. 

3   The Proposed Method  

In this paper, we propose a new algorithm for key frame extraction using DC informa-
tion in video sequences. The proposed algorithm also quantitatively evaluates the key 
frame selection in terms of the importance of the extracted frames. Our method con-
sists of two steps. In the first step, after computing the similarity among all frames in 
the shot, the coverage rate of each frame in the shot is computed and the frames with 
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the coverage rate within 10% from the top are selected as candidate key frames. Then, 
by computing the distortion rate of the candidates against all frames in the shot, the 
frame that is most representative among candidates is selected as the final key frame. 
Fig. 1 shows the flowchart of the proposed algorithm. 

Pre-processing Step 

Shot Boundary Extraction 

Proposed Algorithm 

Computation of Coverage Rate 

Extraction of
Candidate Key frames

Computation of Distortion Rate

Selection of Key frame

 

Fig. 1. Flowchart of the proposed algorithm 

3.1   Selection of Candidate Key Frames 

First, in the process of selecting key frame candidates, we assume that the candidate 
frames fully represent the contents of a shot focused by camera and appear in the shot 
repeatedly [1, 4]. By the above assumption, candidate key frames can be selected by 
computing the coverage rate. The detailed procedures for computing the coverage rate 
are as follows. First, the similarity between two frames is defined by Equation (1), 
using the correlation value [14]. 

 (1) 

where Corr(x,y) is the covariance value and SD is the standard deviation. 
Using the correlation, the mean of the correlation values is computed by Equation (2), 

which shows how much each frame is similar to all the other frames within a shot. 
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where x is the corresponding frame and N denotes the total number of frames in the 
shot. 

Next, the number of frames relevant to each frame is computed by Equation (3) us-
ing correlation values and the mean of the correlation values.  

 (3) 

where I is the frame number in the shot and Sx is the set of frames relevant to the x-th 
frame. As shown in Equation (3), the number of frames relevant to the corresponding 
frame is computed by using only the subsequent frames. By doing this, the first frame 
among all frames with high coverage rate can be declared as a key frame. 

In the final step, the coverage rate is calculated by Equation (4) for each frame 
against all other frames in the shot in order to select candidate key frames that are 
within 10% from the top.  

 (4) 

where CRx denotes the coverage rate and n(Sx) denotes the number of frames in Sx. 
Fig. 2 shows an example where two candidate key frames are selected using the cov-
erage rate. 

candidate

candidate

 

Fig. 2. Selection of candidate key frames using the coverage rate 

3.2   Key Frame Extraction 

After candidate key frames are selected by the coverage rate, we select the final key 
frame among the candidates. The coverage rate provides a measure as to how much 
each candidate is representative for the other frames in the shot. However, it is diffi-
cult to determine which frame is the best key frame when several candidate frames 
have high coverage rates. Thus, in order to determine the key frame, we compute the 
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distortion rate of the candidates against all frames in a shot. After computing the dis-
tortion rate, the frame with the lowest distortion rate among the candidates is selected 
as the key frame. In our method, the distortion rate is computed by the moment of n-
th degree, as shown in Equation (5). 

  
(5) 

where r is a random variable representing discrete gray-levels in the range [0, L-1], 
P(ri) denotes an estimate of the probability of occurrence of gray level r, and m is the 
mean value of r. Using Equation (5), we compute the moment of first, second, and 
third degree for each frame. Then, each frame in the shot can be represented by a  
3- dimensional vector, as in Equation (6). 

 (6) 

where n denotes the frame number, and μ1, μ2, and μ3 are the mean, variance, and skew, 
respectively. Then final key frame is determined by computing the partial moment of 
each candidate frame against the total moment of the shot, as in Equation (7) and (8). 

  

(7) 

where AVpartial and AVshot imply the mean vector of frames in Sx and the mean vector 
of all frames within a shot, respectively. 

 (8) 

In Equation (8), n implies the frame number of each candidate, AVshot • AVpartial is the 
inner product of two vectors, and |AV| is the amplitude of each vector.  

4   Experimental Results and Performance Analysis 

For the experiment, we use video sequences of KBS (Korea Broadcasting System), 
MBC (Moonhwa Broadcasting Company), and SBS (Seoul Broadcasting System) 
among Korean broadcasting stations. The input videos are in the NTSC format, which 
are MPEG-1 encoded for the experiment. Also, the experiments have been carried out 
using IBM Pentium-IV 1.4Ghz computer system and Visual C++ 6.0 compiler. In 
order to estimate the performance of the proposed algorithm, we compare the results 
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Table 1. Test video sequences used in the experiment 

Type of videos The number of shots 

Advertisement 48 

News 52 

Drama 45 

Animation 55 

Movie 50 

 

Fig. 3. Test sequences used in the experiment 

with Nagasaka’s algorithm and Tewfik’ method. These algorithms have been tested 
using five types of video sequences, as shown in table 1. Fig. 3 shows the test se-
quences used in the experiment. 

In order to evaluate the performance, we carried out a subjective test where 32 
graduate students evaluate the satisfaction level of each algorithm into three levels 
such as best, medium, and worst. If the key frame appropriately represents the sub-
stance of a shot, we consider it as “best”. If the key frame does not represent the sub-
stance at all, it is “worst”. In other cases, we consider it as “medium”. We first 
showed the whole frames in the shot to students, and then showed the key frames 
extracted by various methods including the proposed algorithm. After showing the 
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Fig. 4. Format of evaluation survey used in the experiment 

Table 2. Performance results for news video 

 
Nagasaka’s 

method 
Tewfik’s mehtod Proposed method 

Best 824 891 1022 

Medium 506 504 539 

Worst 334 269 103 

key frames, students decide the satisfaction level among the three. Fig. 4 shows the 
format of evaluation survey used in the experiment. Experimental results for various 
test sequences are shown in table 2 – 6. 

Fig. 5 and Fig. 6 show the number of key frames selected as the best and the worst, 
respectively. Experiments show that the proposed algorithm has achieved 4 – 67% 
improvement in the case of the best satisfaction and has achieved 33 – 77% improve-
ment in the case of the worst satisfaction, compared to the existing algorithms. The 
overall performance of our algorithm has been improved by 13 – 50% over the exist-
ing ones. 
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Table 3. Performance results for advertisement video 

 
Nagasaka’s 

method 
Tewfik’s mehtod Proposed method 

Best 596 776 979 

Medium 514 489 459 

Worst 426 271 98 

Table 4. Performance results for drama video 

 
Nagasaka’s 

method 
Tewfik’s mehtod Proposed method 

Best 523 791 954 

Medium 489 484 455 

Worst 428 165 31 

Table 5. Performance results for movie video 

 
Nagasaka’s 

method 
Tewfik’s mehtod Proposed method 

Best 577 706 928 

Medium 428 415 487 

Worst 595 479 185 

Table 6. Performance results for animation video 

 
Nagasaka’s 

method 
Tewfik’s mehtod Proposed method 

Best 511 827 1094 

Medium 629 593 551 

Worst 620 340 115 
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Fig. 5. The number of frames as the best satisfaction 

 

Fig. 6. The number of frames as the worst satisfaction 

5   Conclusions 

In this paper, we proposed a new algorithm that extracts key frames based on cover-
age and distortion rate. While existing methods cannot quantitatively present the fit-
ness of the extracted key frames, our algorithm can provide a quantitative measure of 
fitness for the selected key frames by computing the coverage and the distortion rate 



300 K.T. Park et al. 

 

to determine the key frames among candidates. In the experiments, we carried out a 
subjective test and verified the effectiveness of the proposed algorithm. 
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Secret Message Location Steganalysis Based on Local 
Coherences of Hue* 
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Abstract. The aim of steganalysis is to uncover the concealed secret message in 
the multimedia carrier. Now, most steganalysis approaches focus on two issues: 
one is detecting whether there existed a secret message, and the other is estimat-
ing the length of the secret message. In this paper, we present a new secret mes-
sage location steganalysis based on local coherences of hue (LCH) to determine 
the stego-bearing regions for color digital images. For the stego-image, which is 
sequentially embedded with messages in spatial domain, stego-bearing regions 
can be determined by analyzing the changes of coherence of hue. Experimental 
results show that the proposed LCH steganalysis has high detection accuracy. 

Keywords: steganalysis, steganography, locating secret message, the coher-
ences of hue. 

1   Introduction 

Steganography and steganalysis are becoming two of the important branches in the 
area of information security. The former mainly embeds secret messages into the 
redundancy parts of images, while the latter is the technique of revealing hiding data 
including breaking covert channels [1]. 

Most of the steganalysis algorithms published in current literatures focus on detect-
ing the existence and the length of the secret message. For example, the IQM [2] 
algorithm by Ismail Avcıbas and wavelet detecting [3] by Hany Farid can judge 
whether an image contains a secret message or not by training cover-images and 
stego-images, while RS algorithm [4] by Fridrich and Sample pair [5] by Sorina 
Dumitrescu can estimate the length of the secret messages. However, as the ultimate 
intention of steganalysis is to extract the secret message, the location of the secret 
message must be determined. Unfortunately, there are only few related publications: 
Ian Davidson in [6] treats the hidden message location problem as outlier detection 
using probability/energy measurement motivated by image restoration community. It 
could locate the most 0.33% energized pixels, in which 87% are actually stego-
bearing for color images and 61% for grayscale images. Sos S.Agaian in [7] proposed 
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an approach to localize informative regions based on pixel comparison and complex-
ity measure to detect and remove the hidden data, which is effected by the complexity 
of images. 

In this paper, we first analyze the changes of general color system caused by the 
embedded secret message, and then extract statistical features of hue in stego-images. 
A new secret message location steganalysis based on local coherences of hue (LCH) 
for color images is proposed. Experimental results show that the presented LCH 
steganalysis for sequentially embed messages in spatial domain could locate the 
stego-bearing regions with high accuracy.  

The paper is organized as follows. In the next section, we analyze the variety of 
hue caused by embedding secret messages. LCH steganalysis method to locate the 
stego-bearing regions is proposed in section 3. In section 4, we give the experimental 
results. Section 5 is conclusion. 

2   The Analysis of Coherence of Hue on General Color Systems 

For BMP color image steganography, secret messages are carried on RGB color 
channels independently; no matter it is LSB algorithms or non-LSB algorithms such 
as SES [8], pixel value differencing (PVD) [9] and so on. Both of these two types 
introduce invisible changes to the digital images. Opposite steganalysis algorithms 
only detect the statistical features of pixels in the same RGB color channels, such as 
RS [4], sample pair [5], and so on. However, when the antagonizing part try to seek 
statistical features of pixels that differs when embed messages, they  ignore a poten-
tial important fact, that is, the minor changes of value of the pixels in RGB channels 
will induce obvious statistical feature changes in other color systems. It may uncover 
the local distinguished changes so as to locate the hidden message.  

Investigating color channels other than RGB which respectively describe color by 
luminance, hue and saturation, such as HIS (Hue Saturation Intensity), YUV, YIQ 
and YCbCr we notice that when the values of pixels in RGB channels are altered 
independently, the statistical features of hue behave differently. It is generally be-
lieved that color hue varies smoothly in natural images, and can be assumed to be 
constant in small neighborhood [10]. When we embed messages in RGB channels 
independently, the local constant of hue in small neighborhood would be disturbed. 
Therefore, by detecting the local coherence of hue, we could judge whether a digital 
image has been altered.  

2.1   The Relationship of General Color Systems and RGB Color System 

The general color systems composed of luminance and chrominance include HIS 
color system, YUV color system, YIQ color system, YCbCr color system etc. The 
relationship of these color systems and RBG color system are as follows: 

2.1.1   HIS Color System 
HIS color system is one of the most frequently used color systems that aimed at color 
processing, in which H denotes hue, I denotes intensity and S denotes saturation. It 
can be transformed from RGB as follows [11]: 
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2.1.2   YUV Color System and YIQ Color System 
YUV is the color system adopted by European television system. Y represents lumi-
nance, U and V represent hue and saturation respectively. Likewise, YIQ is the color 
system adopted by North America television, Y still represents luminance, I and Q 
represent hue and saturation respectively. The relationship between YUV, YIQ and 
RGB are: 

0.299 0.587 0.114

0.418 0.289 0.437
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= − −
− −

        
1 0 1.140
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G U
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= − −  (2) 

0.299 0.587 0.114

0.596 0.274 0.322

0.211 0.523 0.312
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Q B

= − −
−

          
1 0.956 0.621

1 0.272 0.647

1 1.106 1.703
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G I
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− −

 (3) 

2.1.3   YCbCr Color System 
YCbCr is the color system adopted by JPEG image format, which is derived from 
YUV color system and is more suitable for compression. In this color system, Y 
stands for luminance, while Cb and Cr stand for hue and saturation. Its relationship 
with RGB is: 

0.2990 0.5870 0.1140

0.1687 0.3313 0.5000

0.5000 0.4187 0.0813

Y R

Cb G

Cr B

= − −
− −

  
1 0 1.40200

1 0.34414 0.71414

1 1.77200 0

R Y

G Cb

B Cr

= − −  (4) 

From the relationship of general color systems and RGB color system, it is not dif-
ficult to draw the conclusion that a minor change in RGB color system will also make 
changes in other color systems. 

2.2   The Statistical Features of Hue of Stego-Images 

Now we will take HIS color system for example to illustrate the influence to the sta-
tistical features of hue for stego-images. Similar results will be gotten in the other 
color systems described above.  

First, let’s take a look at how H will be modified when we embed messages in 
RGB channels. S will have a similar modification.  
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Fig. 1. The values of H of a region in a digital photograph taken by Kodak-DC290 camera  

 

Fig. 2. The values of H of the corresponding region of the image after fully embedded by 
stash777 [12] (which only modify the least significant bit) 

Comparing the marked regions of the two figures, we will notice that in the cover 
image, there exits local coherence. However, in the stego-image, this local coherence 
is destroyed. For the purpose of convenience, we only mark parts of the regions that 
have the same value in cover image but have different values in stego-image. There 
are many other similar regions that we haven’t marked. Now we will analysis why 
this happens via the mechanism of embedding. 

For pixels A ( 000 ,, BGR ) and B ( 1 1 1, ,R G B ), if they have the same value of H 

before embedding messages, it is satisfied that  

0 0 1 1

0 0 0 0 1 1 1 1

3 ( ) 3 ( )
arctan arctan

( ) ( ) ( ) ( )

R B R B

R B R G R B R G

− −=
− + − − + −

 (5) 
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Combined with the character of trigonometric function, equation (5) becomes:  
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After embedding messages, pixels A and B turn to A 0 0 0( , , )R G B′ ′ ′ and 

B 1 1 1( , , )R G B′ ′ ′ , and now the H of these two pixels are: 
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If these two pixels still have the same value of H , they must satisfy: 

0 0 1 1

0 0 1 1

R G R G
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′ ′ ′ ′− −=
′ ′ ′ ′− −

 (9) 

Suppose that the two pixels have the same value of H before embedding, for the 
common embedding algorithms of LSB, only in one of the following conditions that 
the value of H will still equal after embedding: 

1. 0 1 0 1 0 1R R G G B BΔ = Δ = Δ = Δ = Δ = Δ . This means that the values of R G 

B in these two pixels are modified in the same way, which can be subdivided into    
three cases: (1) all the six values keep the same, in which case the probability 

is 61
( )
2

; (2) all the six values are modified by adding 1, the probability of which 

is 61
( )
4

; (3) all the six values are modified by minuses 1, whose probability is 

also 61
( )
4

. The probability in all is:  

666 )
4

1
()

4

1
()

2

1
( ++  0.0161 (10) 

2.  If 0 0 0 1 1 1, , , , ,R G B R G B  have some given initial values, H will still keep the 

same, even if they are not modified in the same way. Although the probability of 
this condition is impossible to calculate, we can imagine that the probability is 
very low. 
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From above it can be seen that after embedding with LSB algorithm, there is few 
chance that the H of pixels A and B still keep the same. In most cases, they become 
different with each other. 

As for the non-LSB algorithms, which usually modifies the R G B values of pixels 
by k± ( k =1,2…. according to the initial values and the message bits to be embed-
ded. In this case, the probability that H keeps the same will be much lower than that 
of LSB algorithm.  

So, we could come to the conclusion that after embedding in RGB channels, the 
local coherence of H will be destroyed with high probability. Hence, we could check 
the local coherence of H to tell whether the image has been embedded with secret 
messages.  

3   A Location Steganalysis Based on Local Coherence of Hue 

We have analyzed the difference of the statistical characteristics of hue in digital 
images before and after embedding secret messages, and now we sum them up as 
follows: 

1. To digital photographs, the hue takes on local coherence in most of the image 
blocks; 

2. After fully embedded with secret messages, the local coherence of hue is de-
stroyed with high probability. 

3. We could check the coherence of hue in a small region without evaluate the en-
tire digital image. 

These three characters determine that the local coherence of hue could be used as 
a distinguishing statistic to check the sequential steganography in spatial domain for 
color images. Moreover, it could also locate the stego-bearing regions. 

If we divide the image into blocks, then for most of the blocks, it is the matter of 
fully embedded or not embedded at all, which will enhance the detecting accuracy. 
Besides, our work is a blind steganalysis approach since we assume no knowledge 
of the hiding algorithm. Therefore it has a large range of application. 

3.1   Classify Stego-Bearing Regions and Innocent Regions 

The main idea of our approach is to divide the image into image-blocks, and check 
the coherence of hue for each block independently. If the ratio of the pixels that have 
different hues with its surroundings and the total pixels is larger than a given thresh-
old, we judge that this block is stego-bearing; otherwise, we judge it innocent.  

The detailed approach is as follows: 
For the image that is to be analyzed, suppose its size is M×N, we divide it into 

blocks with M1×N1 pixels from the upper left corner right down to the lower right 
corner. The blocks maybe overlapped or not depending on the accuracy that de-
manded. We detect each block to see if it is stego-bearing. For each block A , we first 

calculate its luminance _A y and hue _A c , then for each pixel ,i jA  in block A , 
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determine its neighborhood R (exclude ,i jA ). The following example will illustrate 

how to choose R . According to the distributing characteristic of hue in nature images, 
the neighborhood R  with rank 3 has the following three choices: 

1, 1 1, 1, 1

, 1 , 1

1, 1 1, 1, 1

i j i j i j

i j i j

i j i j i j

A A A

A A

A A A

− − − − +

− +

+ − + + +

 
1, 1 1, 1

1, 1 1, 1

i j i j

i j i j

A A

A A

− − − +

+ − + +

  
1,

, 1 , 1

1,

i j

i j i j

i j

A

A A

A

−

− +

+

 

(1)                                  (2)                                   (3) 

Fig. 3. The three choices of neighborhood R  

The neighborhood R with rank n ( 2 1, 1, 2,n k k= + = h ) will be created by the 

same rule. Then calculate the maximal difference between the luminance and the hue 

of ,i jA and those of the pixels in the neighborhoods R of ,i jA , denote as max_ y  

and max_ c respectively: 

max_ y = , ,max( _ _ )i j i m j nA y A y + +− , where ,_ i jA y  is the luminance of 

pixel ,i jA , m and n take values depending on the choice of R and 0, 0m n≠ ≠ . 

max_ c = , ,max( _ _ )i j i m j nA c A c + +− where ,_ i jA c  is the hue of 

pixel ,i jA ,  m and n take values depending on the choice of R , and 0, 0m n≠ ≠ . 

We introduce two sets X and Y to distinguish the pixels. If it is satisfied that 

max_ y < 0y  and max_ c < 0c at the same time, where 0y and 0c  are two thresh-

olds, then we judge that ,i jA belongs to setY . By doing this, we effectively avoid the 

influence of different complexity. If ,i jA  belongs to setY , then check whether there 

exists any pixel in R that has the same hue with ,i jA , if none, judge that ,i jA belongs 

to set X meanwhile. If ,i jA  does not belong to setY , then begin to detect the next 

pixel. After all the pixels in block A  have been detected (the pixels at the borderline 
are excluded), we count the number of pixels in set X  and setY respectively, denote 

as X and Y , then calculate the featureα :  

α
X

Y
 (11) 

Given a threshold 0α , ifα > 0α , we judge that block A  is stego-bearing, other-

wise it is innocent. If there are no pixels in setY , then this method is ineffective, we 
don’t make any judgment in this condition.  
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3.2   Calibrate the Feature 

 It was experimentally shown that every stego-bearing block has a lagerα  than its 
innocent counterpart. However, as the featureα of the innocent block may varies 

extensively, it is difficult to find a fixed 0α as threshold. We solve this problem by 

constructing a calibrate image, which is obtained by resaving the suspicious image in 
JPEG format with the quality of 100. Experimental results show that the featureα of 

the calibrate image (denote as 'α ) is close to that of the innocent counterpart. This 
can be interpreted as that when we resave the image with JPEG format, one value of 
luminance is saved for every pixel and only one value of hue is saved for every 2×2 
pixels. As a result, it could eliminate the non-coherence of hue caused by imbedding 
messages. Therefore, as toα , resave the suspicious image in JPEG format is a good 

choice to estimate the calibrate image. Then, we could calculate 'ααα −=Δ  as the 
distinguishing statistic, which is immune to the variety of α in innocent blocks. 

Now we can summarize our method as follows: denote 1j as the suspicious image 

block and 2j  as the calibrate image block, F is a function as described above in 

which the input is the image block and the output is the featureα . Applied func-

tion F to 1j and 2j respectively, then the final distinguishing statistic f is obtained as 

their difference   

1 2( ) ( )f F j F j= −  (12) 

For a given threshold 0f , if 0f f> , we judge that this block is stego-bearing; oth-

erwise, it is innocent.  

4   Experimental Results 

The images in our experiments come from camera Kodak DC290, NIKON E5700 and 
Sony CYBERSHOT. In all, there are about 1000 digital photos in JPEG format. We 
transformed them to BMP format with ACDSEE7.0. We have purposely chosen natu-
ral images, as they are conductive to hide message.  

The steganographic method we mainly employed is the common sequential LSB we 
code by ourselves. In order to detect the adaptability of our approach, we also employ 
some existed steganographic software to detect the first 70 images of all kinds of the 
above images, containing stsah777 [12], which embed with sequential LSB; info stego 
[13] which sequentially embed in the last two LSBs; and pixel value differencing 
(PVD)[9] which sequentially embed with non-LSB. And we get the similar results. 

It is experimentally shown that when the block is larger the detecting accuracy is 
higher.  However, if the image is not fully embedded, the block that is half embedded 
would be detected as either innocent or stego-bearing. In this case, if the block is 
larger, then there will be more pixels that are wrongly detected.  As a result, when we 
choose the block size, we should split the difference. As our method is to divide the 
image into image blocks and detect whether each block is innocent or stego-bearing 
independently, then most blocks are innocent or fully embedded. For the sake of sim-
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plicity, in our experiments, the image is fully embedded or not embedded at all.   
Table 1 is the detecting results of the cover image blocks and the corresponding 
stego- images blocks embedded by common LSB. In order to detect the universality 
of our method, we also detect stego-images embedded (not fully) by some existed 
steganographic software, including stash777, infostego and PVD. Figure4 to Figure 6 
are examples of the detecting results. The embedding methods include the steg-
anography of LSB (Figure 5), the last two LSBs (Figure 4) and non-LSB (Figure 6). 
And the embedded manners include sequentially embedded from the upper left corner 
(Figure 5), from the lower left corner (Figure 4) and from the middle of the image 
(Figure 6). Experimental results imply that our approach is robust and capable of 
identifying the stego-bearing regions with high accuracy. 

Table 1. Detecting results of cover image blocks and stego-image-blocks fully embedded with 
common LSB, each block in our experiment contains about 30,000 pixels (notice: the false 
negative rates and false posotive rates are the rate of the blocks, not the pixels) 

Detecting Results 
Image Source 

Camera Type Raw 
Image 
Format 

Raw Image  
Size 

Block  
Number 

False  
Negative  
Rate 

False  
Positive 
Rate 

JPEG 1200×1792 14200 0.08% 0.17% KODAK  
DC290 

JPEG 720×480 4020 0.075% 1.11% 

NIKON   
E5700 

JPEG 1280×960 8200 0.56% 0.58% 

SONY  
CYBERSHOT 

JPEG 1280×960 8200 0.34% 0.57% 

                    

Fig. 4. One of the cover images of 1200×1792 after embedded 49.03% secret message with 
info stego, the region in the rectangle of the left picture is the region that actually embedded 
messages, and the black region in the right picture is the region which is detected to have been 
embedded secret message in which is 51.39% of the full image 
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Fig. 5. One of the cover images of 1200×1792 after embedded 31.83% secret message with 
stash777, the region in the rectangle of the left picture is the region that actually embedded 
messages, and the black region in the right picture is the region which is detected to have been 
embedded secret message in, which is 29.17% of the full image 

                    

Fig. 6. One of the cover images of 1200×1792 after embedded secret message in line 475 to 
815 with PVD (28.42%), the region in the  rectangle of the left picture is the region that actu-
ally embedded messages, and the black region in the right picture is the region which is de-
tected to have been embedded secret message in, which is 29.17%of the full image 

From above, we could also come to the conclusion that it is not enough to pre-
serve the first and higher order statistical features of the images when we design 
new steganographic methods. In addition, the statistical features of pixels in other 
domains, for example in color channels other than R G B, should also take into 
account. 

5   Conclusions and Future Work 

In this paper, we first analyze the influence to the color weight of hue when em-
bedding messages in RGB color channels, then present a blind steganalysis ap-
proach LCH, which could locate the stego-bearing regions for those sequential 
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steganographic methods in spatial domain. It is experimentally shown that our 
approach is robust and capable of identifying the stego-bearing regions with high 
accuracy. However, we must acknowledge that we could only judge the image 
blocks to be innocent or stego-bearing, and the image blocks should not be very 
small. Besides, our approach could be defeated if the steganographic algorithm 
have knowledge of our LCH detection and the message is carefully embedded to 
keep the coherence of the hue. However, by doing this the capacity would be 
greatly reduced. The future work would be on seeking other statistical features to 
make judgment for smaller blocks while keeping the high detecting accuracy. 
Besides, it is relatively straightforward to locate the stego-bearing regions with 
sequentially embedding algorithms and we would try to locate stego-bearing pix-
els with random embedding algorithms and the algorithms that embed messages 
in frequency domain. 
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Abstract. This paper addresses feature-based image watermarking methods for 
digital contents. Most previous watermarking algorithms suffer from geometric 
distortion attacks that desynchronize the location of the inserted watermark. In 
order to synchronize the watermark location, watermark synchronization should 
be performed. One solution for watermark synchronization is to use image fea-
tures. This paper describes a feature-based watermarking method based on 
scale-invariant keypoints. We extract feature points from the scale-invariant 
keypoint extractor and then decompose feature points into a set of disjoint tri-
angles. These triangles are watermarked by an additive spread-spectrum method 
on the spatial domain. We perform an intensive simulation in comparison with 
other feature-based watermarking methods using 100 test images. Results show 
that the proposed method is considerably robust against both geometric distor-
tion attacks and signal processing attacks listed in Stirmark 3.1. 

1   Introduction 

Digital technologies have grown over the last decades, wherein all multimedia have 
been digitalized. However, digital multimedia can be copied, manipulated, and repro-
duced illegally, without quality degradation and protection. Digital watermarking is 
an efficient solution for copyright protection. Copyright information, the watermark, 
is inserted into the contents themselves. This information is used as evidence of the 
ownership. Many watermarking researches have been conducted and performed well 
against signal processing attacks. Nevertheless, in blind watermarking in particular, 
these researches exhibit severe weakness to geometric distortion attacks, which de-
synchronize the location of the inserted watermark. 

Geometric distortion desynchronizes the location of the watermark and hence 
causes incorrect watermark detection. In such cases, watermark synchronization proc-
ess is required to calculate the watermark location before watermark insertion and 
detection. In what follows, we refer to the location for watermark insertion and detec-
tion as the patch. A significant amount of research related to watermark synchroniza-
tion has been conducted. The use of periodical sequences [1], the insertion of tem-
plates [2], and the use of invariant transforms [3-6] have been reported. The use of 
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image features is a solution to synchronize the watermark location. Image features 
represent an invariant reference for geometric distortions so that referring to features 
can solve the problems of watermark synchronization. We review feature-based wa-
termarking methods in Section 2. 

In watermark synchronization by reference to image features, feature extraction is 
important for archiving the robustness of the watermark. This paper describes a new 
feature-based watermarking method using scale-invariant keypoints. We extract fea-
ture points using the scale-invariant keypoint extractor and then decompose feature 
points into a set of disjoint triangles. These triangles are watermarked by an additive 
way on the spatial domain. Using 100 images randomly collected, we perform an 
intensive simulation in comparison with other feature-based watermarking methods. 
Results show that our method is considerably robust against geometric distortion 
attacks as well as signal processing attacks listed in Stirmark 3.1. 

The following section reviews representative feature-based watermarking methods. 
Section 3 describes the scale-invariant keypoint extractor. In Section 4, we describe 
the watermarking method using scale-invariant keypoints. Simulation results are 
shown in Section 5. Section 6 concludes. 

2   Feature-Based Watermarking Methods 

Kutter et al. [7] describe a feature-based watermarking method, where they extract 
feature points by Mexican Hat wavelet scale interaction and segment the image rela-
tively to these points using a Voronoi diagram. The spread-spectrum watermark is 
inserted into each segment separately. This method is robust against most attacks, but 
fails to synchronize the watermark location in scaling attacks because the feature 
points from the scale interaction method are sensitive to the scale change of images.  

Bas et al. [8] extract salient feature points by applying the Harris corner detector 
and then decompose these points into a set of disjoint triangles by Delaunay tessella-
tion. These triangles are watermarked by an additive spread-spectrum method on the 
spatial domain. The drawback of this method is that the extracted feature points from 
the original image and attacked images are not matched. Therefore, the set of triangles 
generated during watermark insertion and detection are different and the resulting 
patches do not correspond. 

Nikolaidis and Pitas [9] consider an image-segmentation based watermarking 
method. By applying an adaptive k-mean clustering technique, they segment images 
and select several largest regions. The bounding rectangles of these regions are wa-
termarked on the spatial domain. The problem with this method is that image segmen-
tation depends on image contents, so that image distortions affect the segmentation 
result. Also, it is difficult to select regions when images are complexly textured. 

 Tang and Hang [10] extract feature points using Mexican Hat wavelet scale inter-
action and the disks of fixed radius R centered at each feature point are normalized to 
achieve geometric distortion invariance. These normalized disks are watermarked on 
the frequency domain. Although this method works well in response to most attacks, 
it shows severe weakness to scaling attacks, because radius of the disks are fixed in 
such a manner that different contents are used for normalization. 
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3   Scale-Invariant Keypoint Extractor 

Affine-invariant features in object recognition and image retrieval applications have re-
cently been studied [11-13]. These features are highly distinctive and matched with high 
probability against large image distortions. For robust watermarking, we adopt scale-
invariant keypoints, which was proposed by Lowe [11] and has been proved to be invariant 
to image rotation, scaling, translation, partly illumination changes, and projective transform. 

The basic idea of the scale-invariant keypoint extractor is to extract features 
through a staged filtering that identifies stable points in the scale-space. In order to 
extract candidate locations for features, the scale-space is computed using Difference 
of Gaussian function, where an image is filtered by Gaussian function of different 
scales and then difference images are calculated. In this scale-space, they retrieve all 
local maximums and minimums by checking the eight closest neighborhoods in the 
same scale and nine neighborhoods in the scale above and below (see Fig. 1). These 
extrema determine the location and the scale of the features and invariant to the scale 
and orientation change of images. 

Original
image

Difference of Gaussian (DoG) images

neighbors
in the same scale

neighbors
in the scale above

neighbors
in the scale below

Difference

1 Scaleσ

2 Scaleσ

3 Scaleσ

Difference

Difference

Gaussian

Gaussian

Gaussian

 

Fig. 1. Scale-space from DoG function and the closest neighborhoods of a pixel 

After candidate locations have been found, the locations that have a low contrast or 
are poorly localized along edges are removed by measuring the stability of each fea-
ture using a 2 by 2 Hessian matrix H as Eq. (1): 
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The r value is ratio between the largest and smallest eigen values and used to con-
trol stability. D represents the derivative of the scale-space image in x- and y-axis. 

In order to achieve invariance to image rotation, they assign a consistent orientation 
to each feature. In the Gaussian smoothed image with the scale of the extracted features, 
they calculate gradient orientation of all sample points within the circular window of a 
feature location and form an orientation histogram. The peak in this histogram corre-
sponds to the dominant direction of that feature. Scale-invariant keypoints obtained 
through this process are invariant to the rotation, scaling, translation, and partly illumi-
nation changes of images and useful to design robust watermarking.  
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4   Our Watermarking Method Using Scale-Invariant Keypoints 

Watermarking algorithms are divided into two processes: watermark insertion and 
detection. Watermark insertion is a process for inserting the watermark into contents 
imperceptibly. Watermark detection is a process for detecting the inserted watermark 
from contents to prove ownership. We first describe the watermark synchronization 
procedure to calculate the patches and then explain watermark insertion and detection. 

4.1   Watermark Synchronization 

As mentioned in Section 3, we extract feature points using the scale-invariant key-
point extractor. Feature points should be relatively related to calculate the watermark 
location, the patches. We decompose the feature points into a set of disjoint triangles 
by Delaunay tessellation commonly used. Given a set of feature points, Delaunay 
tessellation is the straight-line dual of the corresponding Voronoi diagram partitioning 
an image into segments such that all points in one segment are closer to the location 
of the feature points. This tessellation is independent of image rotation, scaling and 
translation. Moreover, computational cost is low.  

  

  

Fig. 2. Patches for watermarking against attacks: (a) original image, (b) image with additive 
uniform noise, (c) image with rotation 10 , and (d) image with scaling 1.1x 

The distribution of feature points is related to the performance of the watermarking 
systems [8]. In other words, the distance between adjacent features must be deter-
mined carefully. If the distance is too small, the distribution of feature points is con-

a b

c d



316 H.-Y. Lee et al. 

 

centrated on textured areas. Furthermore, the inserted watermark must be sampled, 
because the patch size is also small. If the distance is too large, feature points become 
isolated. In order to obtain the homogeneous distribution of feature points, we apply a 
circular neighborhood constraint, in which feature points whose strength is the largest 
are selected [8]. The distance D between adjacent features depends on the dimensions 
of the image and is quantized by the r value as Eq. (2): 

.
r

hw
D

+=  (2) 

The width and height of the image are denoted by w and h, respectively. The r 
value is a constant to control the distance between adjacent features. 

Fig. 2 shows the extracted patches for watermark insertion and detection against 
additive uniform noise, rotation 10 , and scaling 1.1x of the image. Although signal 
processing attacks and geometric distortion attacks result in a different tessellation by 
modifying the relative location of feature points, several patches match. Therefore, we 
can synchronize successfully the watermark location. 

4.2   Watermark Insertion 

The first step for watermark insertion is to analyze image contents to extract the 
patches. Then, the watermark is inserted repeatedly into all patches. Our watermark 
insertion process is shown in Fig. 3. 

To extract the patches, we apply the watermark synchronization process explained in 
Section 4.1. We use the watermark whose shape is a right-angled triangle. Because the 
shape of the patch and the watermark different, we should warp the triangular water-
mark according to the shape of the patches. This warping is modeled as affine transfor-
mation as Eq. (3): 
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 (xo, yo) and (xn, yn) are the coordinates of original points and warped points respec-
tively. This transform is composed of 6 unknown parameters (a11, a12, a21, a22, s1, s2) 
and mathematically calculated using three corner points of a triangle. 

The insertion of the watermark must not affect the perceptual quality of images. 
This constraint refines the insertion strength of the watermark. We apply the percep-
tual mask of Voloshynovskiy et al. [14] as Eq. (4):  

(1 ) .NVF NVFα βΛ = ⋅ − + ⋅  (4) 

α is the lower bound of visibility in smooth regions. β is the upper bound in highly 
textured regions. The noise visibility function is calculated as following Eq. (5): 
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maxxσ denote local variance and maximum of neighboring pixels. D is a 

scaling constant. 
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Fig. 3. Watermark insertion process 

Finally, we insert the watermark additively into the patches on the spatial domain. 
The insertion of the watermark is represented as the spatial addition between the pix-
els of image and the pixels of the warped watermark as Eq. (6): 

iiii wcvv Λ+=)
 ).1,0(  wc Nwhere i ≈  (6) 

vi and wci denote the pixels of the image and the watermark, respectively. Λ repre-
sents the perceptual mask that controls the insertion strength of the watermark. 

4.3   Watermark Detection 

Similarly to watermark insertion, the first step for watermark detection is analyzing 
contents to extract patches. The watermark is then detected from the patches. If the 
watermark is correctly detected from at least one patch, we can prove ownership suc-
cessfully. Our watermark detection process is shown in Fig. 4. 

To extract the patches, we apply the watermark synchronization process explained 
in Section 4.1. There are several patches in an image and we try to detect the water-
mark from all patches. The additive watermarking method on the spatial domain in-
serts the watermark into image contents as noise. Therefore, we apply a Wiener filter 
to calculate this noise and regard it as the retrieved watermark. We can compensate 
for the modification by perceptual masks, but such compensation does not have a 
great affect the performance of watermark detection. 

To measure similarity between the reference watermark generated during water-
mark insertion and the retrieved watermark, the retrieved watermark should be con-
verted into the shape of the reference watermark (a right-angled triangle) by applying 
affine transformation as watermark insertion. 

We apply normalized correlation to the reference watermark and the retrieved wa-
termark. The degree of similarity between the two is represented as Eq. (7): 

.
),(),(

),(),( *

nmwnmw

nmwnmw
nc

⋅
⋅=  (7) 



318 H.-Y. Lee et al. 

 

 

Fig. 4. Watermark detection process 

w is the reference watermark and w* is the retrieved watermark. The range of simi-
larity is from –1 to 1. If the similarity exceeds a pre-defined threshold, we can be 
satisfied that the reference watermark has been inserted. The way to determine the 
threshold will be described in the following section. 

The fact that we insert the watermark into several patches, rather than just one, 
makes it highly likely that the described method will detect the watermark, even after 
image attacks. 

4.4   Error Probability Analysis 

Since ownership is verified by deciding whether or not the similarity exceeds a pre-
defined threshold, the probability that our watermark detector will generate errors 
depends on what threshold is selected. In practice, it is difficult to analyze the prob-
ability that the watermark detector fails to retrieve the watermark from the water-
marked image because of the wide variety of possible attacks. We commonly select 
the threshold based on the probability that the watermark is detected correctly when 
images are not watermarked. 

In most cases, the simplest way to estimate the error probability is to assume that 
the distribution of detection values follows a Gaussian distribution [15] as Eq. (8): 
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x is a continuous random variable. μ  and σ  satisfy ∞<<∞ μ-  and σ<0  re-

spectively. In order to estimate the error probability of our watermark detector, we 
attempted to retrieve 20 random watermarks from 100 randomly collected images. 
40,000 patches were processed to detect the watermark, because each image con-
tained several patches. The x- and y-size of the triangular watermark was 48 by 48 
pixels. Based on the results, the mean and variance of the detector value x  
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Fig. 5. Histogram of normalized correlation values and its Gaussian distribution 

Table 1. Error probability of our watermark detector and its threshold 

Error probability Thresholds 
10-4 0.1099 
10-5 0.1261 
10-6 0.1405 
10-7 0.1537 

were -5.147e-004 and 0.029. The histogram of similarity values and its Gaussian 
distribution are shown in Fig. 5. Table 1 shows the probability of our watermark de-
tector generating an error based on the chosen threshold. 

5   Simulation Results 

This section evaluates three feature-based watermarking methods: Kutter method [1], 
Bas method [8], and Our method. Kutter method extracted feature points using Mexi-
can Hat wavelet scale interaction and decomposed these points into a set of triangles 
by Delaunay tessellation. Bas method extracted feature points using the Harris corner 
detector and decomposed these points into a set of triangles by Delaunay tessellation. 
The triangles were watermarked additively on the spatial domain. 

We tested 100 randomly collected 512x512 images from the Internet that in-
cluded commonly used images in image-processing applications. Some images are 
shown in Fig. 6. The size of the triangular watermark was 48 by 48 pixels and the 
weighting factors α and β of the noise visibility function were set at 5.0 and 1.0, 
respectively. We achieved a 10-6 error probability by setting the threshold at 
0.1405. 

The PSNR values between the original images and the watermarked images are 
summarized in Table 2. In the highly-textured images, such as Baboon, Bridge, and 
Pentagon images, PSNR values were relatively low because we inserted the water-
mark strongly due to the fact that noise was imperceptible. 

We applied signal processing attacks (median filter, Gaussian filter, additive uni-
form noise, and JPEG compression) and geometric distortion attacks (cropping, linear 
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Fig. 6. Test images: Baboon, Boat, Lake, Bridge, Couple, Pepper, Lena, Indian, Plane, and 
Pentagon 

Table 2. Peak Signal to Noise Ratio (PSNR) 

 Kutter method Bas method Our method 

PSNR 38.34 38.68 39.12 

geometric transformation, random bending, row-column removal, shearing, rotation + 
cropping, and scaling + cropping) listed in Stirmark 3.1. Tables 3 and 4 show the 
number of images where the watermark was detected correctly, i.e. whose similarity 
values exceeded the chosen threshold. 

In aspect of feature extraction, the inserted watermark itself works as a kind of 
attacks and hence feature extraction methods were affected without attacks. Al-
though the Harris corner detector is known as robust to image noise, the set of fea-
ture points was sensitive to image noise. In other words, some feature points were  
 

Table 3. Number of images where the watermark is detected correctly under signal processing 
attacks and their similarity values 

 Kutter method Bas method Our method 
 # of images Similarity # of images Similarity # of images Similarity 

No attack 100 0.78 99 0.60 100 0.70 
Median 2×2 100 0.62 91 0.41 97 0.47 
Median 3×3 99 0.59 93 0.39 99 0.45 
Median 4×4 96 0.48 83 0.32 85 0.36 

Gaussian filter 99 0.64 96 0.39 98 0.50 
Additive uniform noise 100 0.45 91 0.28 95 0.33 

JPEG compress. 50 99 0.41 78 0.26 83 0.30 
JPEG compress. 70 100 0.57 92 0.34 99 0.43 
JPEG compress. 90 100 0.73 99 0.51 100 0.62 
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appeared or disappeared because the Harris corner detector considered differential 
features of images. Therefore, Bas method showed lower performance than others 
in signal processing attacks and in particular worked poorly in Baboon or Pentagon 
images whose texture was complex. However, Bas method outperformed in scaling 
attacks, because differential features were well preserved in the scale change of 
images.  

Because Mexican Hat wavelet scale interaction consider image intensity dis-
tributed to the wide area, small distortions do not affect performance so that 
the patches is able to be generated robustly in signal processing attacks. There-
fore, Kutter method outperformed than others in signal processing attacks. 
However, this method showed severe weakness in scaling attacks because 
Mexican Hat wavelet scale interaction was sensitive to the scale change of 
images. 

In signal processing attacks, our method showed relatively higher performance 
than Bas method. Against most geometric distortion attacks except scaling attacks,  
 

Table 4. Number of images where the watermark is detected correctly under geometric 
distortion attacks and their similarity values 

 Kutter method Bas method Our method 
 # of images Similarity # of images Similarity # of images Similarity 

Crop 5% 99 0.59 99 0.54 100 0.62 
Crop 10% 99 0.55 100 0.52 100 0.59 
Crop 15% 99 0.50 97 0.51 100 0.53 
Crop 25% 96 0.40 94 0.46 95 0.46 

Linear trans. 1.008 98 0.52 99 0.48 100 0.51 
Linear trans. 1.011 98 0.51 98 0.49 97 0.52 
Linear trans. 1.012 99 0.51 96 0.48 99 0.51 
Random bending 99 0.52 99 0.49 99 0.50 

Row/Col Removal 1 1 100 0.72 99 0.57 100 0.62 
Row/Col Removal 1 5 99 0.63 99 0.54 100 0.55 
Row/Col Removal 5 1 99 0.63 99 0.54 99 0.57 

Row/Col Removal 5 17 96 0.40 97 0.47 98 0.45 
Row/Col Removal 17 5 96 0.40 97 0.48 97 0.44 

Shearing x 0 y 5 98 0.51 99 0.51 100 0.52 
Shearing x 5 y 0 97 0.53 99 0.52 99 0.54 
Shearing x 1 y 1 99 0.57 100 0.51 100 0.51 
Shearing x 5 y 5 90 0.32 96 0.44 95 0.38 

Rotation 0.5°+Crop 100 0.66 99 0.49 99 0.54 
Rotation 1.0°+Crop 100 0.63 99 0.48 99 0.51 
Rotation 5.0°+Crop 98 0.58 98 0.47 98 0.48 

Rotation 10.0°+Crop 95 0.54 99 0.46 97 0.46 
Rotation 15.0°+Crop 97 0.50 95 0.46 99 0.43 
Rotation 30.0°+Crop 96 0.42 96 0.43 97 0.39 

Scaling 0.8× 0 0.00 74 0.34 61 0.24 
Scaling 0.9× 13 0.19 96 0.41 95 0.31 

Scaling 1.1×+Crop 32 0.22 97 0.47 94 0.38 
Scaling 1.2×+Crop 2 0.15 93 0.41 84 0.28 



322 H.-Y. Lee et al. 

 

our method performed better than others, although the performance difference was 
small to be ignorable. Overall performance of our method was acceptable because 
we could prove ownership successfully if the watermark was detected from at least 
one patch. These results support the contention that the method using scale-invariant 
keypoints is robust against geometric distortion attacks as well as signal processing 
attacks. In fact, the probability to redetect the patches against image attacks was 
much higher. However, it is unlikely that the additive watermarking method can 
detect the watermark correctly when images contain complex texture or are distorted 
by noise.  

   

   

   

Fig. 7. (a) original image, (b) watermarked image, and (c) residual image in the Lena, Baboon, 
and Pepper images 

 

a b c 

a b c 

a b c 
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6   Discussions and Conclusions 

Fig. 7 shows original images, watermarked images, and residual images between the 
original and watermarked images. We modified the histogram of residual images for 
convenience. As may be seen in watermarked images, we inserted the watermark into 
images by modifying partly not to be visible to the naked eye. Residual images show 
the patch locations and how we insert the watermark on the spatial domain. When the 
image is well-textured, the patches are scattered all over the images, which allows the 
watermark to be inserted over the whole image. However, if the texture of the image 
is simple, the watermark is concentrated on the area near to objects. 

In most watermarking methods, the performance in scaling attacks was relatively 
lower than other attacks. In general, scaling attacks require interpolation, which dis-
torts or attenuates the inserted watermark severely without quality degradation. Our 
method cannot be directly used in real-time applications due to the computation time 
for scale-invariant keypoints. Our future work will focus on solving these problems. 

It is important to synchronize the watermark location to design robust watermark-
ing. One solution for watermark synchronization is to use image features where fea-
tures should be selected carefully to achieve the robustness of the watermarking sys-
tems. This paper described a feature-based watermarking method based on scale-
invariant keypoints. We first extracted feature points using the scale-invariant key-
point extractor and then decomposed these points into a set of disjoint triangles. The 
triangles (patches) were watermarked by an additive way on the spatial domain. The 
proposed method is robust because the patches are invariant to geometric distortion 
attacks. We performed an intensive simulation to evaluate the method in comparison 
with Kutter method and Bas method. Results support the contention that considering 
scale invariant keypoints is robust against various attacks listed in Stirmark 3.1 and 
useful to design robust watermarking algorithms. 
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Abstract. The popularity of the worldwide web and the easy availabil-
ity of the digital content has brought the security issues to the forefront.
NURBS is widely used in computer-aided geometry design and computer
graphics for its strong representative properties. In this paper, we present
a blind watermarking algorithm for NURBS surfaces. First the points
sampled from the NURBS surface are watermarked in DCT domain, then
the watermarked NURBS surface is obtained by fitting the watermarked
points iteratively. In watermark detection stage, the sign correlation de-
tector is used, which is a blind detector and accordingly the original
NURBS surface is not required for detection. The experimental results
show that the algorithm preserves the shape of the NURBS surface. The
proposed algorithm is robust against attacks such as knot insertion, knot
removal, reparameterization, order elevation, order reduction, additive
white Gaussian noise, rotation, translation, scaling, multi-watermark at-
tacks, etc.

1 Introduction

Non-uniform rational B-splines (NURBS), as a de facto industry-standard, is
proverbially used in computer-aided design and manufacturing (CAD/CAM),
computer-aided geometric design (CAGD) and computer graphics because of
their powerful representation ability of free form shapes as well as commonly
used analytic shapes. Many models in industry and 3D games are represented
in NURBS. The easy availability of these models via world wide web brings the
intellectual property problem of NURBS data to the forefront.

As a copyright protection technology, digital watermarking draws a lot of
attention from scientists, enterprises and governments. Although digital water-
marking for image, audio and video has been studied deeply, watermarking for
3D models does not attract researchers’ interests before 19997.In 1997, Ohbuchi
first proposed the concept of 3D model watermarking in [1] and several water-
marking algorithms including Triangle Similarity Quadrupple (TSQ), Tetrahe-
dral Volume Ratio (TVR), Triangle Strip Peeling Sequence (TSPS)and Macro
Density Pattern (MDP) etc are presented in same paper. Benedens presented

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 325–336, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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several watermarking algorithms resilient to affine transforms [2, 3]. Praun pro-
posed a robust 3D mesh watermarking algorithm using spread spectrum tech-
niques based on constructing a set of scalar basis functions [4]. More information
about 3D polygonal mesh watermarking can be found in [5, 6].

In comparison with 3D mesh watermarking, until 1999 the first paper on
NURBS watermarking come forth [7]. In this paper, Ohbuchi embeds watermarks
to NURBS with rational linear reparametrization. In [8], Ohbuchi et. al treats 3D
geometric CAD data as one multimedia data type and presents another NURBS
watermarking algorithm which embeds messages through knot insertion. The
merits of these two algorithms are that both of them preserve the shape of
NURBS models strictly and the former one does not change the size of the model
file. However, for both algorithms, a slight change of knots or control points
can make it impossible to detect watermark information. Lee’s watermarking
method [9, 10] is different from Ohbuchi’s. The watermark is embedded into
2D virtual images extracted by parameter sampling of the 3D NURBS graphic
data. Mitrea et al [11, 12] embed the watermark, which is preprocessed with
spread spectrum technique, into the DCT coefficients of the NURBS surfaces’
control points, which are regarded as virtual images too. For Mitrea’s method,
it must concatenate the coefficients of many small NURBS patch to satisfy the
requirement of spread spectrum for enough control points because many NURBS
patches only have a small quantity of control points.

The proposed algorithm in this paper embeds the watermark by means of
modifying the points sampled from NURBS surface. Then the watermarked
points are fitted iteratively using the method proposed by Lin et al [13]. The dif-
ferent precision can be achieved on demand by tuning iteration times. The error
between watermarked surface and original surface is measured with Hausdorff
distance. Sign correlation detector is used to detect watermark. The original
non-watermarked NURBS surface is not required for detection. Therefore the
proposed algorithm is blind and suitable for practical applications.

This paper is organized as follows. In Section 2 the concept and terminologies
of NURBS curves and surfaces are introduced briefly. The details of sampling
process and how to fit the watermarked points are described in Section 3. The
watermark embedding and detection will be described in detail in Section 4,
followed by Section 5, which is the experimental results and related analysis.
Finally, the conclusions are drawn in last section.

2 NURBS Curves and Surfaces

Nowadays, NURBS may be considered as a de facto industry-standard for CAD,
data representation and exchanging. It provide a common mathematical form
for representing different shapes including analytic forms shapes and free forms
entities. Here let’s recall the related notations simply. The details are explained
in [14].
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2.1 NURBS Curves

A pth-degree (order p + 1) NURBS curves C(u) is defined as

C(u) =

n∑
i=0

Np
i (u)ωiPi

n∑
i=0

Np
i (u)ωi

(1)

where the Pi are control points, the ωi are weights and the Np
i (u) are the ith

B-spline basis functions of degree p, which can be defined recursively as⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Np
i (u) =

{
1 if ui ≤ u < ui+1
0 otherwise

Np
i (u) =

u − ui

ui+p − ui
Np−1

i (u)

+
ui+p+1 − u

ui+p+1 − ui+1
Np−1

i+1 (u)

0/0 = 0

(2)

on non-periodic knot vector

U = {u0, · · · , up,︸ ︷︷ ︸
p+1

up+1, · · · , ur−p−1, ur−p, · · · , ur︸ ︷︷ ︸
p+1

} (3)

where {ui} satisfy a = u0 = · · · = up ≤ up+1 ≤ · · · ≤ ur−p−1 ≤ ur−p = · · · =
ur = b, and r = n + p + 1. The weights ωi are assumed to be greater than zero
for all i.

2.2 NURBS Surfaces

A NURBS surface of pth degree in u direction and qth degree in v direction are
determined by a bidirectional net of control points Pi,j , their weights ωi,j and
two knots vectors. It can defined as

S(u, v) =

n∑
i=0

m∑
j=0

Np
i (u)N q

j (v)ωi,jPi,j

n∑
i=0

m∑
j=0

Np
i (u)N q

j (v)ωi,j

(4)

where Np
i (u) and N q

j (v) are the ith B-spline basis function of degree p and jth
one of degree q (see Eq. 2). Knot vector U is same as shown in Eq. 3. Knot
vector V can be expressed similarly as

V = {v0, · · · , uq,︸ ︷︷ ︸
q+1

vq+1, · · · , vs−q−1, vs−q, · · · , vs︸ ︷︷ ︸
q+1

} (5)

where {vi} satisfy c = v0 = · · · = vq ≤ uq+1 ≤ · · · ≤ vs−q−1 ≤ vs−q = · · · = vs =
d, and s = m + q + 1.
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3 Sampling and Fitting

For a NURBS surface, a NURBS curve can be obtained by fixing knot value u
or v. Lee uses iso-chord length to sample NURBS surface [10]. Though the iso-
chord length based sampling has its advantages in NURBS surface reconstruc-
tion from watermarked points, it is not unique for a given curve, as shown in
Fig. 1, |ab| = |bc| = |cd| and |ae| = |ef | = |fd|. Therefore iso-chord length based
sampling is not stable. Here we use iso-arc length to sample a NURBS surface.
The sampling procedure can be done in following steps:

Fig. 1. The non-uniqueness of iso-chord length sampling

Step 1: Generate an iso-parametric curve Cu∗(v) ≡ S(u, v)|u=u∗ which goes
through u∗. There are many ways to select u∗. One simple and stable method
is that let u∗ = u0 = a. The method that let u∗ = arg max

∫ d

c ‖ C′
u(v) ‖2dv is

efficient but not stable.
Step 2: Divide the curve Cu∗(v) into h sections according to arc length.

That is to say:

L =
∫ d

c

‖ C′
u∗(v) ‖2dv (6)

We select h − 1 internal knot values {vi}h−1
i=1 which satisfy following conditions.

c = v0 < v1 < · · · < vh−1 < vh = d (7)

and ∫ vi+1

vi

‖ C′
u∗(v) ‖2dv =

L

h
± ε, i = 0, · · · , h − 1 (8)

where ε is error limit.
Step 3: Generate h iso-parametric curves Cvi(u) ≡ S(u, v)|v=vi , which goes

through vi achieved in Step 2 respectively, i = 0, · · · , h − 1.
Step 4: Each curve Cvi(u) is divided into w parts using the same way in

Step 2.
Thus we obtain a u, v matrix {ui, vj}w−1 h−1

i=0 j=0 . For each pair of {ui, vj}, there
is a point dij on the surface S(u, v) corresponding to it.
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Step 5: Once the sample points obtained, they can be watermarked as usual
images. The details will be described in next section.

Step 6: The fitting algorithm proposed by Lin [13] is used to reconstruct the
NURBS surface from the watermarked sample points.

Given an ordered point set {Pij}m n
i=1 j=1 ∈ R3, they can be fitted by the

following iterative NURBS surfaces. The non-uniform B-splines bases B3
i (u) and

B3
i (v) are defined on the knot-vectors {ui}m+5

i=1 and {vi}n+5
j=1 , here⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ui = ui−1 + 1
n

n∑
j=1

‖ Pi−2,j − Pi−3,j ‖,

i = 4, 5, · · · , m + 2
u0 = u1 = u2 = u3 = 0,
um+2 = um+3 = um+4 = um+5

(9)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
vj = vj−1 + 1

m

m∑
i=1

‖ Pi,j−2 − Pi,j−3 ‖,

j = 4, 5, · · · , n + 2
v0 = v1 = v2 = v3 = 0,
vn+2 = vn+3 = vn+4 = vn+5

(10)

At the beginning of the iteration, let⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{P 0

ij = Pij}m n

i=1j=1
,

{P 0
0j = P 0

1j , P 0
m+1,j = P 0

m,j}n
j=1,

{P 0
i0 = P 0

i1, P 0
i,n+1 = P 0

i,n}m
i=1,

P 0
00 = P 0

11, P 0
0,n+1 = P 0

1,n,
P 0

m+1,0 = P 0
m,1, P 0

m+1,n+1 = P 0
m,n

(11)

Thus, taking {P 0
ij}m+1n+1

i=0 j=0 as control point set, a NURBS surface rk(u, v), k =
0 can be obtained.

rk(u, v) =
m+1∑
i=0

n+1∑
j=0

P k
ijN

3
i (u)N3

j (v),

k = 0, 1, · · · ; (u, v) ∈ [u3, um+2] × [v3, vn+2]
(12)

The control point set {P k
ij}m+1 n+1

i=0 j=0, k = 1, 2, · · ·, is updated according to
following equation:

{P k
ij = P k−1

ij + Δk−1
ij }m+1 n+1

i=0 j=0, k = 1, 2, · · · (13)

where Δ are defined by⎧⎨⎩
Δk

ij = P k
ij − rk(ui+2, vj+2),

{Δk
h,0 = Δk

h,1}
m

h=1
, {Δk

0,l = Δk
1,l}

n

l=1
,

Δk
00 = Δk

m+1,0 = Δk
0,n+1 = Δk

m+1,n+1 = 0
(14)

where k = 0, 1, · · ·, i = 1, · · · , m, j = 1, · · · , n.
It is proved that Δk

ij is convergent. i.e. the iterative surface rk
ij interpolates

the control point set {Pij} . For details of proving procedure, please refer to [13].
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4 Watermarking Process

In previous section, we introduced how to do sampling and how to fit the water-
marked sample points with iterative NURBS surfaces. In this section, the details
of embedding watermarks on the sample points and watermark detection will be
described.

4.1 Watermark Embedding

The watermarking embedding procedure can be done in following steps:

Step 1: The sampling method introduced in section 3 are used to generate
sample points {dij}. The watermark sequence will be embedded to these points.

Step 2: In order to make the watermarking algorithm resistant to rotation
and translation transforms. The coordinates of the sample points can not be used
to embed watermark directly. What is used to embed watermark is the length
of the vectors defined by Iij = dij − d0,0. It is obvious that Iij are constant of
translation and rotation does not change their length {|Iij |}. Then the full frame
discrete cosine transform (DCT) is done to {|Iij |}.

Dij = DCT (|Iij |) (15)

where | · | denotes the length of the vector.
Step 3:Without loss of generality, we embed the watermark information wij

into the medium frequency part of the DCT coefficients as that in [15].

D̂ij =
{

Dij + αwij medium frequency
Dij else (16)

where α is the scaling parameter. Watermark W = {wij} is a pseudo-random
sequence, each elements of which obeys the normal distribution with mean zero,
variance one and standard deviation one. It can be generated with a key K as
seed. i.e.

W = rand(K); (17)

Step 4: Reconstruct watermarked NURBS surface with iterative fitting
method mentioned above. It is trivial to achieve the watermarked sample points
from the watermarked DCT coefficients and the direction of vectors {Iij}. Then
the watermarked surface is achieved through iterative fitting mentioned in pre-
vious section.

Sample
points

Original
NURBS
surface

Iso-arc length
smapling

DCT coefficients

DCT
transform

Watermark
sequence

Key

Sequence
generation

Watermarked
NURBS
surface

Embedding
watermark

Fig. 2. Block diagram of watermark embedding
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4.2 Watermark Detection

The detection process is simple in comparison with watermark embedding. For
most of 3D watermarking methods, the original non-watermarked object or other
other assistant information related to original object are required to detect wa-
termark. In our watermarking scheme, the sign correlation detector proposed by
Bo [16] is used to check watermark presence or not in a suspect surface. Both
original non-watermarked surface and sampling positions are not required for
detecting watermarks. Therefore the proposed algorithm is a blind solution. The
detection procedure can be done in following steps:

Sample
points

Suspect
NURBS
surface

Iso-arc length
smapling

DCT coefficients

DCT
transform

Watermark
sequence

Key

Sequence
generation

Sign
correlation

detector
Detection Result

Fig. 3. Block diagram of watermark detection

Step 1: The first step is to sample the suspect NURBS surface. There is no
any difference with the sampling process in watermarking embedding stage.

Step 2: In this step, DCT transform is done in the same way as in watermark
embedding process.

Step 3: For our algorithm, the original watermark is not supplied at all
because it can be generated again in watermark detection stage. What is required
is the key K used in watermark embedding. It will be used as seed to generate
same watermark sequence as the one embedded previously.

Step 4: After sampling the watermarked NURBS surface and discrete cosine
transform, the response of the sign correlation detector to watermark sequences
can be calculated with following equation.

T =
n∑

i=1

wijsgn(D̃ij) (18)

where sgn(·) is sign function. D̃ij is the medium part of DCT coefficients calcu-
lated from the sample points from the NURBS surface to be detected with the
same way used in watermark embedding. Whether the surface is watermarked
or not is decided by T > Tg or not. Tg is the threshold.

Considering the condition that the watermarked surface maybe transposed,
this scenario can solved by transposing the suspect model first, and then water-
mark detection process are done again. That is to say, both suspect model and
transposed suspect model are tried to detect wether there exist the watermark.
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5 Experimental Results and Analysis

In order to test our algorithm, some models such as pumpkin, duck are used in
our experiment. The original pumpkin model and its sample points, the water-
marked model and its sample points are shown in Fig. 4.

Table 1. The numbers of control points original watermarked model

Model name Original watermarked

Pumpkin 9 × 22 32 × 32
Duck 14 × 13 32 × 32

(a) (b)

(c) (d)

Fig. 4. (a) and (c) are original model and watermarked model respectively. (b)and (d)
are points sampled from original model and watermarked model respectively.

The sampling rate is 32 by 32 in u and v directions respectively, i.e h = 32,
w = 32 at Step 2 and 4 in section 3. We add the watermark to the 400 median
DCT coefficients. The watermark is a normal distributed pseudo-randomsequence
of 400 elements with mean zero, variance one and standard deviation one. 1000
this kind of random sequences are generated randomly with different keys. Among
them, only the 500th is the embedded one (One exception is Fig. 6 (f) , in which
the 250th is the second embedded watermark).



Watermarking NURBS Surfaces 333

(a) Watermarked model (b) Error indicator (c) Original model

Fig. 5. The error between original model and watermarked one

5.1 Visual Quality Evaluation

To measure error between original model and watermarked model, we use Haus-
dorff distance to evaluate their difference.The original and watermarked NURBS
surfaces are tesselated first. Then the Hausdorff distance between the two tes-
selated triangle meshes is calculated with a software named MESH, which can
be download from http://mesh.berlios.de. The detail of the Hausdorff distance
and how to calculate the it between surfaces can be found in [17]. The result is
shown in Fig. 5. The following conclusion can be drawn that the error is very
small.

5.2 Robustness

In order to evaluate the robustness of our watermarking scheme. We test our
algorithm under condition of different attacks. The responses of the detector to
the 1000 random watermarks for different models is shown in Fig.6. Fig.6(a) is
the detection result of non-attacked watermarked model. Fig.6 (b)-(e) are the
results of models attacked by rotation, scaling, translation and noise addition. It
is obvious that the algorithm is robust against these attacks. Here we do not care
scaling which inputs big distortions in scale or shape. In fact, serious distorted
model can be seen as another model other than original one.

In addition, the proposed algorithm is flexible against multi-watermark at-
tack too, as shown in Fig.6 (f). It is obvious that the responses to the first
and second watermarks (the 500th and 250th one) are larger than that to other
random sequences.

For reparameterization, knot insertion,order elevation, and weight-related at-
tacks, the detection result is not affected at all since the sampling process is only
related to the u, v values instead of x, y, z coordinates and reparameterization,
knot insertion, order elevation and weight-related attacks keep the shape of the
NURBS surface unchanged strictly. And the errors imported by knot removal
and order reduction usually are very little, their effect on the sampling pro-
cess is limited. Therefore, our algorithm is robust to NURBS parameters related
operations.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6. Experimental results. Each figure is the response of the watermark detector to
1000 sequences including random generated sequences and the watermark extracted
from different suspect models (a) non-attacked watermarked model, (b) rotation-
attacked watermarked model (c) scaling-attacked watermarked model (d) translation-
attacked watermarked model (e)noise-addition-attacked watermarked model and (f)
multi-watermarked model

The watermarking method proposed in this paper is by no means perfect. One
disadvantage of this algorithm is that the watermarked NURBS surfaces fitted
from watermarked sample points have more control points than the original one.
But some redundant control points can be removed to some extent via knot
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removal if error limits are allowed. The evaluation of visual quality and the
methods of error measurement of watermarked NURBS surface can be improved
in future.

6 Conclusion and Future Work

This paper proposed a new blind NURBS watermarking algorithm. The algo-
rithm has no strict requirement for the number of NURBS control points because
the watermark information is embedded to the points sampled from the NURBS
surface rather than to control points directly. The precision of the watermarked
NURBS surface can satisfy different error limits by increasing the iteration times
of fitting. The experimental results show that the algorithm is robust against
many common manipulations such as knot insertion, knot removal, weight re-
lated attacks, reparameterizaion, translation, scaling etc.

The results presented in this paper is by no means perfect. There are still
some space for improvement. For example, how to keep the number of control
points unchanged before and after watermark embedding. In addition, it is very
useful to develop the algorithm that embeds readable watermark on NURBS
surfaces and does not require original surface to extract watermark and be robust
against common attacks.
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Abstract. With the increment of digital media, multimedia technology
and copyright protection have been the important issue. In this paper,
an effective watermarking algorithm is proposed to protect copyright of
video data. In the watermark embedding step, a three-dimensional dis-
crete wavelet transform (3D DWT) is used to decompose original video
data, because a pirate can easily extract the watermark by statistically
comparing successive frames in case that the watermark is embedded in
spatial doamin. The binary image is used as the watermark. It is changed
into the video watermark by a two-dimensional (2D) pseudorandom per-
mutation and the spread spectrum technique. The video watermark is
embedded into the 3D DWT coefficients of the selected subbands. In the
watermark extracting step, the embedded video watermark is detected
by the similarity of the unit of subband and the final watermark image
is extracted by a watermark decision rule and a reverse permutation.
Experimental results show that the watermarked frames are subjectively
indistinguishable from the original frames, plus the proposed video wa-
termarking algorithm is sufficiently robust against various attacks.

1 Introduction

Due to the rapid growth in network distributions and multimedia system, digi-
tal media such as images and video data have been distributed on the internet
and via CD-ROM and DVD easier and faster. In this process, a number of orig-
inal digital media can be copied and forged easily. As a result, creators and
distributors of digital media have become increasingly interested in protecting
their property. Digital watermarking has been attracting attention as an effec-
tive method to protect copyright and ownership.
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Digital watermarking is a concept of embedding copyright information, that
is a watermark, into digital data in secret and inconspicuous way. Basic require-
ments of digital watermarking are invisibility, robustness, and capacity. Invis-
ibility is a degree that an embedded watermark remains unnoticeable when a
user views watermarked digital media. Robustness is the resilience of an em-
bedded watermark against being removed by incidental and intended attacks.
Capacity is the amount of information that can reliably be hidden when the
scheme provides the ability to change digital data. The relative importance of
each property is dependent on the requirement of the applications and the role
of the watermark [1]-[4]. As the protection of intellectual property has become
an important issue in the digital world, a variety of watermarking algorithms
for digital contents have been proposed in order to address this issue. As the
research area of image watermarking becomes mature and video data have been
increased in recent years, researchers have begun to gradually focus on video
watermarking [1], [5]-[9].

In several methods about the video watermarking, Hsu et al. [6] use a discrete
cosine transform (DCT) and the relationship between neighboring blocks. The
binary watermark is embedded into both the intraframe and the interframe with
different residual masks. A preprocessed watermark is embedded into middle
frequency coefficients using the polarity modification between the correspond-
ing pixels in a neighboring block. This method takes advantage of the DCT
that is used in the video coding standards. Since DCT coefficients, however, are
changed in order to maintain polarity, an error is accumulated during the wa-
termark embedding procedure. Niu et al. [7] use a 3D DWT and a gray-level
watermark image, where the watermark is preprocessed using a multi-resolution
hierarchical structure and a hamming code. Then, a 3D DWT is performed as
a unit of 64 frames. Since this method, however, uses error correction coding to
correct error bits, the side information is large. Thus, in the procedure to embed
bit planes of the gray watermark and error correction bits, a complex structure
is required. The bit error of the most significant pixel also affects the extracted
gray watermark image. Li et al. [8] use a 3D DWT and the spread spectrum
technique. The preprocessed watermark is embedded into a baseband after per-
forming a 3D DWT. Therefore, while this method is robust to various attacks,
it is perceptually visible. Also, since a one-dimensional (1D) DWT of the three
levels is performed along the temporal axis, a selected video shot always must
consist of the number of frames that can be decomposited by a 3D DWT.

Accordingly, an effective video watermarking algorithm using a 3D DWT and
the spread spectrum technique is proposed. After the visible binary watermark
image is preprocessed by the 2D pseudorandom permutation, it is changed to
the video watermark by the spread spectrum technique. Thereafter, a 3D DWT
is performed for the video shots that are divided from the video sequence. The
generated video watermark is embedded in the subbands that are determined
considering robustness and invisibility. The embedded watermark is extracted
by comparing similarity between the original video watermark and the detected
video watermark. Finally, the watermark image is determined by a watermark
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decision rule and a reverse permutation. Although the visible binary watermark
image is used, the use of two spread spectrum sequences allows for different wa-
termarks to be embedded into each video frame, making it robust against various
attacks. Also, it increases the precision of watermark extraction. As such, the
proposed algorithm produces watermarked frames that are subjectively not dif-
ferent from the original frames and robust against such various attacks as low
pass filtering (LPF), dropping, clopping, averaging, and MPEG coding about
frames.

This paper is organized as follows. The procedures of preprocessing the wa-
termark, embedding the watermark, and extracting the watermark are described
in Section 2. Experimental results and performance comparison of different al-
gorithms are shown in Section 3. Section 4 offers conclusion remarks.

2 Proposed Video Watermarking Algorithm

2.1 Watermark Preprocessing

In daily life, one claims a document or a creative work by signing one’s signa-
ture, using a personal seal, or an organization’s logo. When using such kinds of
binary images to prove identity, the viewer can subjectively compare the origi-
nal watermark with the extracted watermark. Therefore, a binary image is more
visually effective than a sequence which is made up of random numbers and it is
used as the watermark in our method. During image manipulation, usually some
part of the image can be cropped. It would be easy for a pirate to remove the
watermark. Accordingly, the binary watermark image is preprocessed by a 2D
pseudorandom permutation [2], [10], as it is without the appropriate adjustment
for the spatial relationship of the watermark. The binary watermark wP (i′, j′) ,
that is permuted by the 2D pseudorandom number traversing method is

Wp = P (W )
wp(i, j) = P (w(i′, j′))
where 0 ≤ i, i′ ≤ M and 0 ≤ j, j′ ≤ N

(1)

where P (·) is the 2D pseudorandom permutation function and w(i′, j′) is the
original watermark image. Also, the pixel (i′, j′) is permuted to the pixel (i, j)
in pseudorandom order and M × N is the size of the watermark image.

The watermark consist of a binary bit after performing the 2D pseudorandom
permutation. When the watermark, however, is embedded, it is no longer a
binary bit but a real value that is selected in two independent spread spectrum
sequences [4], [8], [11], which can be defined as the secret key and it is necessary
in the watermark extracting step. Two spectrum sequences, P and Q, are

P = {p1, p1, · · · , pf , · · · , pF }
Q = {q1, q1, · · · , qf , · · · , qF } (2)

where F is the length of the spread spectrum sequence. Two spread spectrum
sequences are repeatedly used in every frame shot. This method is sufficiently
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 Generated video watermark

Fig. 1. An example of the method that changes the permutated watermark into a video
watermark by the spread spectrum technique

robust against various attacks such as frame dropping, frame average, and MPEG
coding. Different spread spectrum sequences, however, can be used in every frame
shot for robust scheme against estimation attacks.

The spread spectrum technique is that the spread spectrum sequence, P and
Q, are used according as bit 0 or 1 of the binary watermark image. The real
watermark xf (i, j), embedded in the fth frame is

xf (i, j) =
{

pf if wp(i, j) = 1
qf if wp(i, j) = 0 (3)

where 0 ≤ f ≤ F and wp(i, j) is the preprocessed watermark. Also, the video
watermark Xi,j generated by the spread spectrum technique is

Xi,j = {x1(i, j), x2(i, j), · · · , xF (i, j)} (4)

Therefore, the embedded watermark is not the binary image but a real value
which is determined by two spread spectrum sequences. An example of the
method that changes the permutated watermark into the video watermark by
the spread spectrum technique is shown in Fig. 1.

2.2 Watermark Embedding

In considering a video watermarking scheme as a direct extension of image water-
markingby treating each frameas an individual still image, this is ineffective for two
reasons. First, a pirate can easily extract the watermark by statistically comparing
or averaging successive video frames. Second, if differentwatermarks are embedded
into each frame, the watermark amount is large. Thus, to prevent pirate attacks on
the watermark and to reduce a watermark amount, the proposed method uses a
3D DWT that is computed by applying separate one-dimensional (1D) transform
along the temporal axis of the video frames transformedby a 2DDWT[5], [12], [13].
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Fig. 2. Structure of 3D DWT used for the proposed watermark method and regions of
embedding the video mark generated by the preprocessing step

The 3D DWT, that is used in the proposed video watermarking method, is a
powerful tool that decomposes signals at multiple resolutions in space and time
domain. It, however, is based on a group of frames (GOF) concept. Therefore,
the video sequence is first divided into video shots to enhance the efficiency of
the 3D DWT. In this process, a spatial different metric (SDM) [14] is used to
determine the dissimilarity between an adjoining frame pair. Although the effi-
ciency of the SDM is lower than other methods, the algorithm is simple. Second,
both a spatial 2D DWT of three levels and a temporal 1D DWT of one level are
performed about the selected video shots.

In the resulting 3D DWT coefficients, the video watermark is embedded into
the HL subband, LH subband, and HH subband of the three-level (HL3, LH3,
and HH3) about the spatial axis and the lowpass frames about the temporal axis.
As human eyes are more sensitive to low frequency components, low frequency
subbands are excluded to satisfy invisibility. As the energy of most images is
concentrated on low frequency subbands and high frequency components are
discarded by a quantization of lossy compression, high frequency subbands are
excluded to satisfy robustness. The 3D DWT structure and regions that are
selected to embed the video watermark are shown in Fig. 2. The size of the
watermark image is the same size as a three-level subband. The video watermark
xf (i, j), on the frame number f , is embedded using the following relationship
[1], [9], [15].

v′f (i, j) = vf (i, j) × (1 + α × β × xf (i, j))

where β =
{√

2 if vf (i, j) ∈ HH3
1 otherwise

(5)
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where v′f (i, j) and vf (i, j) denote the 3D DWT coefficient of HL3, LH3, and
HH3 in the watermarked frame and the original frame, respectively. Also, α
is the scaling parameter that reflects the degree to embed the watermark. In
addition, β is the scaling parameter determined by the human visual system
that is more insensitive to noises of the diagonal subband.

2.3 Watermark Extracting

The watermark extraction process is the inverse procedure of the watermark
embedding process. Similarity and a watermark decision rule are used to extract
the embedded watermark image. A block diagram of the watermark extracting
procedure is shown in Fig. 3.

Logic operation

Video
watermark

3D DWT

+

)),(,()),(,( jiSimjiSim XQXP

Reverse permutation

Extracted watermark image

YES

NO

10

+ -

),( jiX

Watermarked framesOriginal frames

3D DWT

Fig. 3. A block diagram of the proposed watermarking algorithm to extract the em-
bedded watermark

The proposed watermarking algorithm requires a original video sequence and
two spread spectrum sequences. Although we get different values between wavelet
coefficients of the original frame and the watermarked frame, these values are
not of the extracted binary watermark images, they are of the detected spread
spectrum sequences which are modified by attacks, namely, the detected video
watermark. Accordingly, Similarity between two spread spectrum sequences and
the detected video watermark is calculated in order to extract the binary water-
mark. The binary watermark w̃b(l, j) is extracted using the following relationship
in HL3, LH3, and HH3, respectively.

w̃b(i, j) =
{

1 if Sim(P,X′
i,j) ≥ Sim(Q,X′

i,j)
0 otherwise

(6)

where b represents the HL3, LH3, and HH3, respectively and X′
i,j is the detected

video watermark. The similarity is defined as the following equation.

Sim(P,X′
i,j) =

∑F
f=0 pf · x′

f (i, j)∑F
f=0 p2

f

(7)
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Fig. 4. Watermark image with visually recognizable binary patterns

The binary watermark image w̃′(i, j) is determined by the following equation
regarding the binary watermark w̃HL3 (i, j), w̃LH3(i, j), and w̃HH3 (i, j) that are
extracted from HL3, LH3, and HH3, respectively. If the sum of the binary value is
more than two in the same position of the binary watermark images, the binary
bit 1 exists in at least two binary watermark images. Namely,

w̃′(i, j) =
{

1 if (w̃HL3(i, j) + w̃LH3(i, j) + w̃HH3 (i, j)) ≥ 2
0 otherwise

(8)

A 2D reverse pseudorandom permutation is performed and the embedded
binary watermark image is finally extracted. Since the resulting watermark is
a binary image, the viewer can subjectively compare the extracted watermark
with the original watermark.

3 Experimental Results

Computer simulations were carried out to demonstrate the performance of the
proposed watermarking method with conventional watermarking methods.
FOOTBALL and TABLE TENNIS were used as the test video sequences. The
size of each frame is 352 × 240. The watermark is a binary image with 44 × 30
sized, as shown in Fig. 4. The watermark images were enlarged in this paper.
The video sequence was divided into video shots by the SDM. The total frame
number of the video shots, however, is an odd number that is to carry out a tem-
poral 1D DWT of one level after a spatial 2D DWT. The peak signal-to-noise
ratio (PSNR) was used as an objective measure of invisibility, while the bit-error
rate (BER), which is the number of total watermark bits to error bits ratio was
used to measure robustness.

The 17th original frame and the 17th frame watermarked by the proposed
method of the FOOTBALL and the TABLE TENNIS video sequences are shown
in Fig. 5 and Fig. 6, respectively. The PSNR of the watermarked frames is 33.23
dB and 34.58 dB, respectively. The proposed algorithm produced a hardly de-
tectable subjective difference between the original frame and the watermarked
frame. The PSNR for the FOOTBALL 64 frames, which is watermarked by
the proposed method and conventional methods, is shown in Fig. 7. The pro-
posed algorithm produced a higher PSNR than that of the conventional methods.
Therefore, the propose method produces frames that are good in subjective and
objective quality.

In order to measure robustness, various attacks were used, such as clopping,
spatial LPF, frame dropping, frame average, and MPEG coding. For clopping
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(a) (b)

Fig. 5. (a) 17th original frame and (b) 17th watermarked frame of the FOOTBALL
video sequence

(a) (b)

Fig. 6. (a) 17th original frame and (b) 17th watermarked frame of the TABLE TENNIS
video sequence

attack, all frames of the video shot were clopped as shown in Fig. 8. As de-
scribed in Section 2, the 2D pseudorandom permutation is performed against
the clopping attack. Therefore, the extracted watermark image, with a permu-
tation procedure, reveals spatial information which is sufficient in proving the
ownership as shown in Fig. 8. For frame dropping and interpolation attack, the
odd index frames were dropped and the missing frames are replaced with the
average of the two neighboring frames. For frame average attack, each frame was
averaged with neighbor frames. For MPEG coding attack, video frames coded
at 1.5 Mbps were used. The watermark images, which are extracted in test se-
quences after various attacks, are shown in Fig. 9 and Fig. 10. The BER of the
extracted watermark images that are shown in Fig. 9 was 7.4%, 30.2%, 8.9%, and
17.5%, respectively. The BER of the extracted watermark images that is shown
in Fig. 10 was 18.9%, 21.7%, 4.8%, and 19.9%, respectively. The quality of the
extracted watermark images was sufficient to claim copyright and ownership of
the digital video sequence.
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Fig. 7. PSNR for the FOOTBALL 64 frames watermarked by the proposed method
and the conventional methods

Attacks

  MPEG Coding

Niu's method Proposed methodHsu's method

  Frame Dropping

Methods

  Spatial LPF 59.0 35.4 9.2

  Frame Average

Sequences

TABLE
TENNIS

FOOTBALL

  MPEG Coding

  Frame Dropping

  Spatial LPF

  Frame Average

38.6 38.4 32.2

51.8 24.6 9.8

49.0 33.0 17.8

48.6 37.3 18.1

40.2 39.0 29.7

53.8 16.9 10.2

49.7 32.7 21.3

BER [%]

Table 1. The average BER of the watermark images extracted from the test video
sequence after various attacks.

The experimental results, after various attacks, were summarized in Table I.
The watermark image that was extracted by the proposed method had a lower
BER than those that was extracted by conventional methods. As shown the
results, the proposed algorithm was sufficiently robust against all the attacks
listed above.
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(a) (b)

(c) (d)

Fig. 8. (a) 17th frame after the watermarking embedding procedure and (b) 17th
frame after a clopping attack that discards a quarter of a watermarked frame. the
binary watermark image that is extracted (c) without a permutation procedure and
(d) with a permutation procedure.

(a) (b) (c) (d)

Fig. 9. Watermark images extracted from the FOOTBALL video sequence after various
attacks such as (a) spatial LPF, (b) frame dropping, (c) frame average, and (d) MPEG
coding

(a) (b) (c) (d)

Fig. 10. Watermark images extracted from the TABLE TENNIS video sequence after
various attacks such as (a) spatial LPF, (b) frame dropping, (c) frame average, and
(d) MPEG coding

4 Conclusions

A new video watermarking algorithm was proposed using a 3D DWT and a
spread spectrum technique. The watermark is a visible binary image that is pre-
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processed by the 2D pseudorandom permutation. It is changed into the video
watermark by the spread spectrum technique. The video sequence is then di-
vided into video shots and a 3D DWT is performed about the video shots. The
generated video watermark is embedded into specific subbands in a 3D DWT
domain, based on considering robustness and invisibility. The binary watermark
is extracted by comparing similarity between the original video watermark and
the detected video watermark. The final watermark is determined by a water-
mark decision rule and a reverse permutation. The 3D DWT, which is a powerful
tool that decomposes signals at multiple resolutions in space and time domain,
is used in the proposed video watermarking method. Although we use visible bi-
nary images as the watermark, the proposed algorithm actually embeds different
watermarks into each video frame due to use the two spread spectrum sequences.
Therefore, the proposed algorithm produces watermarked frames that are sub-
jectively not different from the original frames and are sufficiently robust against
various attacks.

Our current work is focusing on other kinds of attacks, such as rotation and
scaling. The goal of our future work is to improve the proposed watermarking
algorithm for the blind watermarking scheme.
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Abstract. In this paper, we propose a new scheme for digital water-
marking of three-dimensional (3-D) triangle meshes. In order to insert
and extract watermark signals, we generate triangle strips by traversing
the 3-D mesh model. We split the strips into two groups. For the first
groups we embed the watermark signal into vertex positions of the 3-
D model in the DCT domain, and for the second group, we embed the
watermark in the vertex positions in the spherical coordinates. We use
space-time coding for watermark data before embedding in the mesh.
The information of the two generated bitstream of space-time coder are
embedded in DCT and spherical coordinate of the mesh. At the receiver,
the space-time decoder combines the information of each bitstream to
reconstruct the watermark data. In both cases, we apply masking opera-
tion for the watermark signal according to the variation of the host data
along the traversed strips so that we can change the embedding strength
adaptively, and reduce the visibility distortion of the data embedding.
We test robustness of the watermarking scheme by embedding a random
binary sequence and applying different attacks, such as additive random
noise, compression by MPEG-4 SNHC, and affine transform.

1 Introduction

Triangle meshes are a general representation of a 3-D visual object that very well
suited to communication systems. Over the past few years, three-dimensional (3-
D) hardware has become much more affordable than ever, allowing the widespread
use of 3-D meshes from CAM/CAD industry into video games and other end-user
applications. Triangle meshes are a general representation of a 3-D visual object
that very well suited to communication systems. Even if the visualization process
uses a different representation or if the object is acquired in a specific represen-
tation, it is possible to derive a triangulated representation in any cases. The 3-
D meshes offer many possibilities for data hiding through modifications of their
elementary features, vertices (geometry), and connectivity (topology). However;
due to non-regular structure of vertex positions in the space, it is not possible to
easily use the various watermarking methods of digital audio, images and video
for them.

The data embedding in the polygonal model could be in the spatial or fre-
quency domain. While data embedding in the spatial domain is more robust
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to geometrical attacks, such as cropping and simplification, data embedding in
the frequency domain usually has more robustness to signal processing attacks
such as addition of noise and compression [1], [2]. Also it should be noted that
all major frequency domain data embedding methods for the triangle meshes
have high complexity computation [1], [3], [4], [5], [6] . In this paper, we com-
bine the watermarking schemes in [7], [8] to develop a joint data embedding in
the spatial and DCT domain. The data embedding in two domains makes the
watermarking scheme robust to both types of signal processing and geometric
attacks.

In order to further increase system robustness to various types of attacks,
we use space-time coding for watermark data. Watermarking a multimedia sig-
nal can be modelled as transmission of a message (watermark signal) through
a communication channel (the multimedia signal). With this view, many of the
methods used in digital communication system can be extended for watermark-
ing problem. Based on this analogy, we propose a space-time block coding system
for data embedding in a mesh. Space-time coding is popularly used for communi-
cation system with deep fading. If we consider host mesh as the communication
channel for the watermark data, fading could be happened due to cropping the
mesh, or its filtering and smoothing. Alamouti pioneered a remarkable space-
time block coding scheme over two transmit antennas [9]. This scheme support
simple decoding complexity based on linear processing at the receiver. The code
provides diversity with half of the maxi-mum possible transmission rate. Fig.1
shows an overview of the space-time coder. In Alamouti’s scheme the transmit-
ter send out data in groups of 2 symbols ( s0 and s1). The scheme uses two
transmit antennas and one receive antenna. At the receiver, we can decode only
one channel, when data on the other channel is highly corrupted; otherwise we
can combine the received information from both channels.

In the following sections at first we explain how we used space-time coding
in the proposed watermarking system in Section 2. Section 3 explains the wa-
termark insertion, and the watermark extraction operations. Finally in Section
4 we present experimental results of the proposed scheme and make conclusions
in Section 5.

Fig. 1. Alamouti’s detection scheme using channel estimation
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2 Overview of the Proposed Scheme

Fig. 2 shows the overall structure of the proposed scheme for data embedding
based on space-time coding. We encode the embedded data by a space time coder
which generates two output sequences. The two portions of the host mesh are
analogous to two communication channels for transmission of the two descrip-
tors. One sequence is embedded in spatial domain and the other in the DCT
domain. The proposed watermarking consists of two main function blocks, as
shown in Fig. 2: creating triangle strips, splitting the strips into two groups,
changing the traversed vertex coordinate to DCT domain and spherical coordi-
nate in each group, and watermark insertion, which are explained in the following
sub-sections.

Fig. 2. Data embedding in the mesh

2.1 Rendering the Mesh

Efficient rendering of triangle-based meshes often requires that we pack them into
triangle strips. Strips provide interesting advantage: the mesh is stored in a more
compact way because of wasting less memory space and we can save bandwidth
when we send it to our favorite rendering API (application program interface).
In order to create triangle strips from a triangle mesh, we use the algorithm
described in [8]. The algorithm extends the strip in the chosen direction until it
reaches a triangle with no forward connections and then reverses the strip and
extends it in the opposite direction.

2.2 The Watermark Insertion

The watermark signal can be a company logo, some meaningful string, or random
values. In this paper, a string of five characters is used as a watermark. The string
provided by the user is converted into the ASCII code a as
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aj = (a1, ..., am), am ∈ 0, 1 (1)

In order to spread the digit signal into a wide bandwidth, each bit aj is dupli-
cated by the chip rate c .

bi = aj , j.c ≤ i ≤ j.(c + 1) (2)

The chip rate c plays an important role of increment of robustness against
an additive random noise. If bi is zero, it is changed to the negative sign by

b′i = 2bi − 1 (3)

For the first series of strips, we insert the watermark signal into the mid-
frequency band of AC coefficients. New DCT coefficients are derived from the
current DCT coefficients by D1

Ŵx,j = Wx,j + αxi .b
′
i.pi (4)

Ŵy,j = Wy,j + αyi .b
′
i.pi (5)

Ŵz,j = Wz,j + αzi .b
′
i.pi (6)

where b′i is the watermark signals, pi is a pseudo-random number sequence
generated by the watermark key, (αxi , αyi , αzi) are masking factors which are
derived from a fixed modulation amplitude in the DCT domain αDCT . The
modulation amplitude factors play a role of trade-off between robustness and
imperceptibility. In fact, we can have some kind of visual masking for our water-
marking scheme by changing the modulation amplitude factor adaptively for
each vertex on the traversed strip. It is possible to embed watermark with
stronger amplitude in those area of a strip where the vertex coordinates have
higher variations. At first for each strip we calculate Di the summation of the
2NB middle DCT coefficients of strip i

Di =
j=i+NB−1∑

j=i−NB

|Wx,j | +
j=i+NB−1∑

j=i−NB

|Wy,j | +
j=i+NB−1∑

j=i−NB

|Wz,j | (7)

Then we derive each modulation factor from the modulation amplitude in
the DCT domain αDCT , using the Eq. (8), (9) and (10).

αx,i = αDCT .

∑j=i+NB−1
j=i−NB

|Wx,j |
Di

(8)

αy,i = αDCT .

∑j=i+NB−1
j=i−NB

|Wy,j |
Di

(9)

αz,i = αDCT .

∑j=i+NB−1
j=i−NB

|Wz,j |
Di

(10)
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Similarly we derive αyi and αzi . For the second series of strips we insert
the watermark signal in the spherical coordinate of mesh vertices. The spherical
coordinates (r, θ, φ) are derived from the Cartesian (x, y, z) coordinates. New
vertex position values (r̂i, θ̂i, φ̂i) are derived from the current values, (ri, θi, φi),
by Eq.(11), (12) and (13).

r̂i = ri + b′i.αr,i (11)

θ̂i = ri + c′i.αθ,i (12)

φi = φi + b′i.αφ,i (13)

where (b′i, c
′
i, d

′
i) are the watermark signals, and (αr,i, αθ,i, αφ,i) are the

spatial domain modulation amplitude factors for each coordinate of the vertex i.
Similarly we use a masking scheme for spatial domain watermarking. We define
Di as the summation of the spherical coordinate variations in the 2NB vertices
in the neighborhood of the vertex i.

Di =
j=i+NB−1∑

j=i−NB

|rj+1 − rj | +
j=i+NB−1∑

j=i−NB

|θj+1 − θj | +
j=i+NB−1∑

j=i−NB

|φj+1 − φj | (14)

Then we derive the three embedding amplitude (αr, αθ, αφ) from the main
modulation amplitude in the spatial domain, αSP . It means we have.

αr,i = αSP .

∑j=i+NB−1
j=i−NB

|rj+1 − rj |
Di

(15)

αθ,i = αSP .

∑j=i+NB−1
j=i−NB

|θj+1 − θj |
Di

(16)

αφ,i = αSP .

∑j=i+NB−1
j=i−NB

|φj+1 − φj |
Di

(17)

2.3 The Watermark Extraction

The watermark extraction operation in the proposed private watermarking algo-
rithm needs the original and the watermarked 3-D models. The process is similar
in both spatial and DCT domains. We do registration between original mesh and
watermarked one. In the next step we calculate the spatial and DCT coefficients
and finally we subtract the coefficients to extract the embedded data. Equ.(18)
shows this process for DCT coefficient in the x-coordinate.

b′i = sign(Ŵx,i − Wx,i) (18)

The extracted b′i is changed to bi by Eq. (3) and is converted to ai by
Eq. (2). After is converted to a string by the ASCII code, we can assert the
ownership by the extracted string.
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3 Experimental Results and Analysis

In order to evaluate the perceptual invisibility between the original and the wa-
termarked models and resiliency against various attacks, such as additive random
noise, mesh compression, affine transformation, and multiple watermarking, we
perform computer simulations on 3-D mesh models: Beethoven model with 2521
vertices and 5030 faces, Horse model with 2620 vertices and 5200 faces, and
Bunny model with 3116 vertices and 6100 faces.Figure 3 shows sample of these
meshes. Watermarking parameters are selected as follow:

Modulation amplitude. The two modulation amplitude αSP , αDCT are se-
lected by the user in such a way that they are small enough to preserve appear-
ance of the model, while large enough to withstand from attacks.
Perceptual invisibility. Asper et al. reported a method to estimate the dis-
tance between discrete 3-D surfaces [10]. We employ their method to measure
the distortion of watermarked 3-D models. The MESH (measuring error between
surfaces using the Hausdorff distance) tool [10] indicates the degree deformed
by watermarks or attacks. The MESH tool evaluates on a variety of 3-D mesh
models with the root-mean-square (RMS) distance as a function of the sampling
step, which plays an important role in the precision of the measured distance.
Among various methods to calculate RMS distances, we use one with the sym-
metric distance.Simulation results for the RMS distance between the original
and the watermarked models are shown in Table 1.

Fig. 3. Beethoven Mesh Model

Fig. 4. Beethoven MSE Error
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Fig. 5. Horse Mesh Model

Fig. 6. Horse MSE Model

Fig. 7. Bunny Mesh Model

Fig. 8. Bunny MSE Model
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Watermark lengths, chip rate. In this paper,the watermark string is ”WA-
TER” with 35 bits, and the chip rate is one. As we mentioned, even if the chip
rate plays an important role for strengthening robustness of watermarks, we use
one as the parameter value because watermarks are repeatedly inserted into the
spatial and frequency domain of multiple triangle strips.

3.1 Resiliency Against Various Attacks

We test watermark detections for attacked Beethoven, Horse, and Bunny models.
Three sets of modulation amplitudes are selected and the models are attacked
by additive random noise, geometry compression by the MPEG-4 SNHC coding
standard, affine transform, and multiple watermarking.

As the additive random noise attack, we add noises to vertex coordinates
of the watermarked model with a uniform random noise. The percentage of the
additive random noise represents the ratio between the largest displacement and
the largest side of the watermarked model [3]. As shown in Table 1, for example,
our algorithm extracts the full string ”WATER” of seventeen, twenty, and twenty
four numbers, respectively, when 0.6, 0.4 , and 0.2 percent random noises are
uniformly added to the watermarked Beethoven model.

For the compression attack, we apply the geometry compression by the
MPEG-4 SNHC standard. Generally, the x-, y-, z-vertex coordinates of the
3-D polygonal model are stored by the floating-point variable of 32 bits per
each coordinate. Each of the first row elements in Table 2 is the bit number
compressed by the MPEG-4 standard compression algorithm, and each of the
second row elements in Table 2 represents the number of completely recovered
strings.

For the affine transformation, we translate, scale, rotate, and shear the wa-
termarked model. The results are shown in Table 3. The multiple watermarking
attacks have two different types. The first type is a consecutive attack to the first

Fig. 9. 0.5 percent noise
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Fig. 10. Compression (12.6 bits)

Fig. 11. Affine Transform

column of multiple watermarking in Table 4. For example, C+N attack of the
Beethoven model adds random noise to the watermarked model after geometry
compression. The second type is all attack, which applies the affine transforma-
tion to the Beethoven model after the first type attack.

In order to evaluate performance of the proposed algorithm, we do not use
the bit error rate (BER), which is the ratio of the numbers of the inserted and
extracted watermarks because the owner can clearly assert the ownership of the
3-D model through perfect reconstruction of at least one of the inserted water-
mark string. As results in Table 1, 2 and 3 shows the inserted watermark can
survive various attacks, such as additive random noise, geometry compression by
the MPEG-4 SNHC standard, affine transformation, and multiple watermark-
ing. If we compare the results with similar results in [8], [7], we notice that there
is around 20 to 30 percent higher chance in recovery of the key.
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Fig. 12. All attacks (0.7 percent+Aff.+18.9 bits)

Table 1. Resiliency against additive random noise attack

Models (Number of
inserted string)

αDCT αSP RMS Additive Random Noise
Number of Recovered Key

Beethoven(21) 3.05 1.034 0.055 0.6
20

0.4
21

0.2
21

Horse(24) 0.0005 0.0032 0.065 0.6
20

0.4
21

0.2
23

Bunny(23) 0.0006 0.0021 0.075 0.6
20

0.4
21

0.2
22

Table 2. Resiliency against affine transform attacks

Models (Number of
inserted string)

αDCT αSP RMS Number of Recovered Key

Beethoven(21) 3.05 1.034 0.055 15.8
19

18.8
21

0.2
21

Horse(24) 0.0005 0.0032 0.065 12.3
21

15.3
19

18.3
23

Bunny(23) 0.0006 0.0021 0.075 11.9
7

14.6
6

17.5
21

Table 3. Resiliency against multiple attacks; (C: Geometry Compression, N: Additive
Random Noise)

Models (Number of
inserted string)

αDCT αSP RMS Number of Recovered
Key

Beethoven(21) 3.05 1.034 0.055 C+N
3

All
2

Horse(24) 0.0005 0.0032 0.065 N+A
9

All
7

Bunny(23) 0.0006 0.0021 0.075 C+N
13

All
9
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4 Conclusions

In this paper, we have developed a new scheme for watermarking of 3-D triangle
meshes jointly in the DCT and spatial domain. We use proper masking method in
each domain that adapts the strength of data embedding according to coefficient
amplitude. Since we use space-time coding, we are able to recover the watermark
information when the model faces serious attack in spatial or DCT domain. The
composite watermarking makes the system robust to various types of geometrical
and signal processing attacks, and increases the possibility of recovering at least
one key.
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Abstract. Video watermarking hides information (e.g. ownership, recipient in-
formation, etc) into video contents. Video watermarking research is classified 
into (1) extension of still image watermarking, (2) use of the temporal domain 
features, and (3) use of video compression formats. In this paper, we propose a 
watermarking scheme to resist geometric attack (rotation, scaling, translation, 
and mixed) for H.264 (MPEG-4 Part 10 Advanced Video Coding) compressed 
video contents. Our scheme is based on auto-correlation method for geometric 
attack, a video perceptual model for maximal watermark capacity, and water-
mark detection based on natural image statistics. We experiment with the stan-
dard images and video sequences and the result shows that our video water-
marking scheme is robust against H.264 video compression (average PSNR = 
31 dB) and geometric attacks (rotation with 0-90 degree, scaling with 75-200%, 
and 50%~75% cropping).  

1   Introduction 

A digital watermark or watermark in short, is an invisible mark inserted in digital 
media such as digital images, audio and video so that it can later be detected and used 
as evidence of copyright infringement. However, insertion of such invisible mark 
should not alter the perceived quality of the digital media (it is the transparency re-
quirement) while being extremely robust to attack (it is a robust requirement) and 
being impossible to insert another watermarks for rightful ownership (it is a maximal 
capacity requirement). Watermark attacks are classified into (1) intentional attacks, 
and (2) unintentional attacks. Basic requirements for video watermarking are geomet-
ric attack robustness (intentional attacks) and H.264 video compression (unintentional 
attacks).  There are four major researches for geometric attack robustness, (1) invari-
ant transform, (2) template based, (3) feature point based, and (4) auto-correlation 
based [1]. Invariant transform approach is to embed the watermark in an invariant 
domain, like Fourier-Mellin transform [2], whereby geometric transform is still a 
linear operation. Template approach is to identify the transformation by retrieving 
artificially embedded references [3]. Feature point based approach is an embedding 
and detection scheme, where the mark is bound with a content descriptor defined by 
salient points [1]. Finally, Auto-correlation approach is to insert the mark periodically 
during the embedding process, and use auto-correlation during the detection  
process [4, 5]. 
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We designed an auto-correlation based watermark detection scheme for geometric 
attack robustness, and present a video watermarking scheme, which is robust on geo-
metric attack (scaling, cropping, rotation, and mixed) and H.264 video compression. 
In autocorrelation based approaches, separation of Gaussian noise components from 
raw and watermarked images is a crucial function for watermark performance. To 
improve performance, we applied Gaussian noise filtering method based on statistical 
model of natural images. The statistic model is based on ICA (independent compo-
nent analysis) which models image as factorial distribution of super-Gaussian distri-
bution. Since this model is more relevant for natural image than Gaussian distribution 
model, ICA based de-noising method shows superior performance for filtering (or de-
noising) Gaussian noise. We implemented a new watermark insertion and detection 
scheme based on this method and evaluated performance advantages over conven-
tional Wiener filter approach. Result shows that new watermark scheme is more ro-
bust and reliable than Wiener filters approach. Lastly our method considers human 
perception model for video to achieve maximal watermark capacity. Using this per-
ceptual model we can insure the quality of watermarked videos while achieving 
maximum watermark robustness. 

2   Watermark Embedding and Detection Scheme 

H.264 is a widely used video compression standard, in which it uses different coding 
techniques for INTRA (reference) and INTER (motion predicted) frames. We embed 
the auto-correlated watermark for geometric synchronization in H.264 reference 
(INTRA) frames, because INTRA frames are used for reference frames of motion 
predicted (INTER) frames, and they are usually less compressed than INTER  frames. 

Fig. 1. Watermark embedding for H.264 INTRA frames
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In case of geometric attacks for video frames, we can use the watermark in INTRA 
frames to restore the synchronization misses. Figure 1 shows the auto-correlation 
based watermark embedding scheme for INTRA coded frames. We changed the auto-
correlation based watermark embedding approach as in [6] with different JND (just 
noticeable difference) model and different watermark estimation scheme, and also 
changed the Wiener filter to ICA de-noising based approach. As shown in Figure 1, 
we embedded the 64*64 block-wise watermarks repeatedly over whole image, 
thereby we can restore watermark even from 128x128 cropped image blocks.  

Watermark embedding for H.264 INTRA frames can be summarized in (1) and (2). 
In this equation, I’ is watermarked frame, E is ICA de-noised frame, N is the ICA 
estimated noise,  is perceptual mask as specified in the previous equation, wp is pay-
load watermark, and ws is synchronization watermark. 

Previous research uses the Wiener filter to compute E and N. For each 64x64 
blocks, we adjusted the watermark strength as image complexity using a mixed per-
ceptual model of NVF (noise visibility function) and entropy masking [7, 8, 9, 10]. 
We experimentally set the multiplication factor of entropy model as 3.0. Also the A 
and B values are set to 5.0 and 1.0. 
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Watermark detection and payload extraction for H.264 INTRA frames can be 

summarized in the following equations.  
 

Detection 
'wws ⋅  = )''( EIws −⋅ ,  where E’ = ICADenoise(I’)  

= )( δλλ +++⋅ sps wwIw  
(3) 

Payload 
extraction 

)( ' δλλ +++⋅=⋅ sppp wwIwww  (4) 

 
As shown in Figure 2, we use ICA de-noising for estimating E’ instead of Wiener 

filter. To detect watermark, we used auto-correlation function to estimate the geomet-
ric transform, and used ICA de-noising (modification of Wiener filter box) to estimate 
the watermark in blind manner. We improved the auto-correlation based watermark 
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detection approach as [6], using ICA de-noising for better watermark estimation than 
Wiener filter approach. Moreover, to improve the payload detection performance, we 
used a different payload coding techniques and smaller auto-correlation block size 
64x64 than 128x128 [11]. Decreasing auto-correlation block size makes multiple 
auto-correlated blocks to be folded, and it increases the watermark robustness. 

 

Fig. 2. Watermark detection for H/264 INTRA frames

3   Watermark Estimation Using ICA De-noising 

We applied Independent Component Analysis (ICA) based Gaussian noise filtering 
(de-noising) instead of Wiener filter. From the Bayesian viewpoint Wiener filter is an 
inference method which computes Maximum Likely (ML) estimates of image signal 
given the noise variance. Wiener filter assumes Gaussian distribution for both original 
image and noise. But real image statistics are much different from Gaussian distribu-
tion and are better modeled by the ICA model. If the ICA model provides better ap-
proximation of real image signals, then it can dramatically enhance noise filtering step 
in Watermark insertion and detection. ICA is an unsupervised learning method which 
has found wide range of applications in image processing [15]. ICA finds a linear 
transform W that maps high dimensional data X into maximally independent source 
signals S. The source signal S is modeled by a factorial probability density function 
which is usually super-Gaussian distributions like Laplacian distribution.  
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Super-Gaussian distribution is a distribution which has higher peak at 0 and longer 
trails than Gaussian distribution. 
 

WXS = , ASX =   ( 1−= WA ) 
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M

i
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In [16], it is reported that natural image statistics are well described by such ICA 
model. Also the linear transform filter W learned by ICA algorithm shows much simi-
larity to simple cell filters [17] in human visual system. The filters learned by ICA 
algorithm are similar to Gabor filters which are multi-orientation, multi-scale edge 
filters as shown in Figure 3. 

  

Fig. 3. ICA driven basis images 

ICA models complex statistics of natural image well by factorized independent 
source distributions. Such independent source distributions are usually modeled as 
generalized Laplacian distribution which is super-Gaussian and symmetric. This sim-
ple PDF can be learned from image data and can be used for Bayesian de-noising of 
images [18]. 

Let’s assume image patch X that follows ICA model (X=AS) and an independent 
Gaussian noise n with 0 mean and known varianceσ. We assume that ICA source 
signal S has unit variance. Then we can define noisy image Y as follows. 

nASY +=  
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In Bayesian de-noising the goal is to find Ŝ  s.t.  
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If we assume unit Laplacian distribution for S and Gaussian noise with signal s, then 
those equations can be written as.  
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The objective function of above equation can be further simplified if we assume or-

thogonal W s.t. AWW T == −1 . 
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As shown, the objective function can be expressed as sum of independent and positive 
1D objective functions. So the minimization of the entire objective function is equiva-
lent to minimization of individual source dimensions. The solution to this 1D optimi-

zation problem is summarized in [4]. Then using the estimated Ŝ  , we can compute 

de-noised image SAX ˆˆ =  as well as the Gaussian noise XYn ˆ−= . 
Figure 4 compares Wiener filter and ICA de-noising for separating Gaussian noise 

N. ICA de-noising result shows the strong edge-like features, whereas Wiener filtered 
result shows rather weak edge-like features.  
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Original image I  

 
Watermarked image 'I  

 
Wiener estimation for N 

 
ICA de-noise for N 

Fig. 4. Noise estimation comparison between Wiener filter and ICA de-noising

4   Simulation Results 

We experimented with the standard test images, and Table 1 shows that we improve 
the watermark detection performance (increase both correlation value and threshold 
value) using ICA de-noising based approach over Wiener approach. Threshold value 
depends on the local characteristics of the resulting auto-correlation image. ICA de-
noising increases the threshold more than Wiener filter and it can filter many noisy 
auto-correlation peaks, whereby we can make more accurate detection performance. 
We tested our approach over 20 standard test images, and showed that superior detec-
tion performance.  

We experimented with the standard test image sequence from VQEG (Video Qual-
ity Expert Group) as shown in Figure 5 [13]. After INTRA frame watermark embed-
ding, the watermarked images show good subjective quality. For the original and 
watermarked frames of Mobile&Calendar and Football test sequences, the average 
PSNR for two test sequence’s INTRA frames are 32.03 and 31.80, respectively. 
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Table 1. ICA driven watermark detection improvements over Wiener 

 Using Wiener Using ICA 
 Correlation 

value 
Threshold Correlation 

value 
Threshold 

aerial.bmp 0.252816 0.074945 0.418893 0.246213 
airplane.bmp 0.230755 0.046858 0.353133 0.172529 
airport.bmp 0.198668 0.037124 0.411544 0.214705 
baboon.bmp 0.192640 0.041524 0.362268 0.204293 
barbara.bmp 0.203092 0.036492 0.321886 0.154950 

boat.bmp 0.236444 0.041021 0.362430 0.158109 
couple.bmp 0.230765 0.041714 0.380771 0.171419 
elaine.bmp 0.253149 0.044271 0.350184 0.139988 

girl.bmp 0.255930 0.052973 0.388574 0.177383 
girls.bmp 0.243981 0.038508 0.346012 0.154674 

goldhill.bmp 0.228562 0.039083 0.328786 0.144241 
house.bmp 0.219754 0.046751 0.328289 0.161131 
lake.bmp 0.213744 0.034296 0.302019 0.138336 
lena.bmp 0.236769 0.039555 0.352069 0.156090 
man.bmp 0.216027 0.035835 0.326558 0.138451 

pepper.bmp 0.254798 0.044070 0.361369 0.157697 
splash.bmp 0.250747 0.045205 0.351555 0.166243 
stream and 

bridge.bmp 
0.186301 0.037753 0.293211 0.159628 

toys.bmp 0.222101 0.058213 0.236835 0.160865 

 

Fig. 5. VQEG Test Sequences 
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To experiment the geometric attack, we used Stirmark 4.0 [14] geometric attack 
packages for various geometric attacks (rotation with 0-90 degrees, scaling with 75-
200%, cropping with 50-75%, and mixed). We experimented with five cases: (case 1) 
rotation with 1, 2, and 5 degree clockwise; (case 2) case 1 rotation and scaling to fit 
original image size; (case 3) cropping with 50% and 75%; (case 4) scaling with 50%, 
75%, 150%, and 200%; and (case 5) median, Gaussian, and sharpening filter attacks.  

Table 2 shows robustness result for the various geometric attacks on INTRA 
frames, and shows successful payload detection results in most geometric attack 
cases, and shows some misses under combined attack of rotation and scaling.  

Table 2. Payload detection after geometric attack (only for INTRA frames) 

 Case 1: Rotation Case 2: Rotation + Scaling Case 3: Cropping 

 1 2 5 1 2 5 50 75 

I1 100% 100% 67% 50% 34% 50% 100% 100% 

I2 100% 100% 100% 67% 83% 67% 100% 100% 

I3 100% 100% 67% 50% 50% 67% 100% 100% 

I4 100% 100% 50% 100% 100% 100% 100% 100% 

I5 100% 100% 83% 100% 100% 83% 100% 100% 

I6 100% 100% 100% 67% 100% 50% 100% 100% 

I7 100% 100% 100% 50% 83% 50% 100% 100% 

I8 100% 100% 83% 67% 83% 50% 100% 100% 

J1 100% 100% 67% 67% 67% 100% 100% 100% 

J2 100% 100% 100% 67% 100% 100% 100% 100% 

J3 100% 100% 100% 50% 50% 67% 100% 100% 

J4 100% 100% 83% 34% 67% 100% 100% 100% 

J5 100% 100% 67% 34% 50% 83% 100% 83% 

J6 100% 100% 100% 100% 83% 100% 100% 100% 

J7 100% 100% 100% 100% 83% 83% 100% 100% 

J8 100% 100% 67% 67% 83% 83% 100% 100% 

J9 100% 100% 100% 100% 100% 100% 100% 100% 

J10 100% 100% 83% 83% 67% 100% 100% 100% 

 Case 4: Scaling Case 5: Median, Gaussian, Sharpening 

 50 75 150  M G S  

I1 100% 100% 100%  100% 100% 100%  

I2 100% 100% 100%  100% 100% 100%  

I3 100% 100% 100%  100% 100% 100%  

I4 100% 100% 100%  100% 100% 100%  

I5 100% 100% 100%  100% 100% 100%  

I6 100% 100% 100%  100% 100% 100%  

I7 100% 100% 100%  100% 100% 100%  
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Table 2. (Continued) 

I8 100% 100% 100%  100% 100% 100%  

J1 100% 100% 100%  100% 100% 100%  

J2 100% 100% 100%  100% 100% 100%  

J3 100% 100% 100%  100% 100% 100%  

J4 100% 100% 100%  100% 100% 100%  

J5 100% 100% 100%  100% 100% 100%  

J6 100% 100% 100%  100% 100% 100%  

J7 100% 100% 100%  100% 100% 100%  

J8 100% 100% 100%  100% 100% 100%  

J9 100% 100% 100%  100% 100% 100%  

J10 100% 100% 100%  100% 100% 100%  

5   Conclusions 

In this paper, we presented a robust video watermarking scheme, which uses auto-
correlation based scheme for geometric attack recovery, and uses human visual sys-
tem characteristics for H.264 compression. For watermark insertion and detection our 
method uses ICA-based filtering method which better utilizes natural image statistics 
than conventional Wiener filter. Result shows that the proposed scheme enhances 
robustness while keeping watermark invisible. Our video watermarking scheme is 
robust against H.264 video compression (average PSNR = 31 dB) and geometric 
attacks (rotation with 0-90 degree, scaling with 75-200%, and 50%~75% cropping). 
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Abstract. In this paper, we propose a new method for authentication,
integrity and invertibility of digital images using invertible watermark-
ing. While all watermarking schemes introduce some small amount of
non-invertible distortion in the image, the new method is invertible in
the sense that, if the image is deemed authentic, the distortion on the
extraction procedure can be removed to obtain the original image data.
Authentication data is produced from XOR operation between water-
mark signal and binary bits obtained from a hash function of one block
image. If the unmodified watermarked image is used, the extraction pro-
cess will return the correct watermark signal and exact original image
The techniques provide new assurance tools for integrity protection of
sensitive imagery such as medical images

Keywords: Watermarking, Invertible, Authentication, Watermark,
tamper detection, image integrity.

1 Introduction

Due to the rapid and extensive growth of multimedia network system, data can
be distributed much faster and easier than before. The protection and enforce-
ment of intellectual property rights for digital media have become an important
issue, and many watermarking techniques have been developed. On the other
hand, thanks to powerful editing programs, it is very easy even for an amateur
to maliciously modify digital media and create ’perfect’ forgeries. It is usually
much more complicated to tamper with analog tapes and images. Invertible
watermarking schemes that help us establish the authenticity and integrity of
digital media are thus essential and can prove when questions are raised about
the origin of an image and its integrity in the courts.

Watermarking is a technique to embed additional data or signal into mul-
timedia data. Most image watermarking methods [1] introduce distortions to
the original content. Fragile watermarking has the same principle, embedding
watermark to a digital data, except that the watermark is likely to become un-
detectable if the data is modified in any way. An example of earliest fragile
watermarking techniques is embedding watermark to the LSB (least significant

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 371–381, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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bit) of the image that does not cause visual artifacts to the image. But such
LSB manipulation is not secure against malicious attacks, because it is possible
to alter an image without changing the LSB value. Yeung-Mintzer [2] proposed
an authentication method using key-dependent binary-valued function (lookup-
table) to modify the pixels value in order to embed a watermark, and deployed
error diffusion method to maintain proper average color. Although this technique
can detect any changes in pixel values, it does not resist to impersonation attack
if the same lookup table and watermark are used for multiple watermarked im-
ages [3]. Wong-Memon [4] proposed a secret and public-key image watermarking
scheme for image authentication. They used cryptographic hash function such
as MD5, which makes the implementation of this scheme integrity.It is clear that
these techniques authenticate modified signal rather than the original one.

In many applications, the loss of fidelity is not prohibitive as long as original
and watermarked signals are perceptually equivalent. Often, the embedding dis-
tortion is irreversible, i.e. it cannot be removed to recover the original host signal.
But some other authentication applications such as medical imagery and military
image, prohibit the permanent loss of image fidelity during watermarking. It is of-
ten desirable to embed a watermark in a reversible way so that the loss of signal
fidelity can be remedied by the use of Lossless Authentication techniques.

1.1 Our Contribution

In this paper, we propose a invertible watermarking scheme for authentication,
integrity and invertiblity. The authentication data is produced from XOR op-
eration between the binary Pseudo Noise sequences and invertible information
obtained from the hash function value of the image. Using modular arithmetic
as in [5], binary bits are generated from the singular value of one image block.
The localization property is obtained by dividing the original image into same
size m x n blocks, and embedding the authentication data to LSB plane for each
block. The security of this scheme, have a key used in the embedding process
and extracting process. The key, which consists of 128 bits, is used to replace
the LSB of each image block before calculating the hash function value. If wrong
key is used in the extraction process, it will return signal, which resembles noise,
not the watermark sequential.

This paper is organized as follows. Section 2 discusses the principles and short-
comings of previous work on invertible watermarking. The watermark embedding
and extracting approach are described in Section 3. In Section 4, the experimental
results are shown. The conclusions of our study are stated in Section 5.

2 Invertible Watermarking

Until recently, almost all data embedding techniques, especially high-capacity
data embedding techniques, introduced some amount of distortion into the orig-
inal image and the distortion was permanent and not reversible. As an example,
we can take the simple Least Significant Bit (LSB) embedding in which the LSB
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plane is irreversibly replaced with the message bits. In this paper, we present a
solution to the problem of how to embed a large payload in digital images in a
invertible manner so that after the payload bits are extracted, the image can be
restored to its original form before the embedding started. Even though the dis-
tortion is completely invertible, we pay close attention to minimizing the amount
of the distortion after embedding. We note that in this paper, the expressions
”distortion-free”, ”invertible”, and ”lossless” are used as synonyms[6].

In some require integrity applications, it is vital for a legitimate user to be able
to verify the integrity of the image before using it.The following are some examples:

X-ray images of medical are used for disease diagnosis. Thus small changes in
such images might lead to erroneous conclusions about a patient’s health. Satel-
lite images are used to locate military strategic targets or to produce weather
forecasts. Manipulation might lead to wrong interpretation of the real situation
in the photographed area. In this kind of applications integrity are crucial. There-
fore, removing the watermark from an image must be allows the original version
of that part to be recovered and its integrity to be verified. expert owner can
completely invert the watermarking process so as to obtain the original image
in an authenticated way.

A basic approach of reversible watermarking is to select an embedding area
in an image, and embed both the payload and the original values in this area
(needed for exact recovery of the original image) into such area. As the amount
of information needed to be embedded (payload and original values in the em-
bedding area) is larger than that of the embedding area, most reversible water-
marking techniques [7] [8] [9] rely on lossless data compression on the original
values in the embedding area, and the space saved from compression will be used
for embedding the payload.

Fridrich et al. [6] introduced the concept of optimal parity assignment for
the color palette. The optimal parity is independent of the image histogram
and depends only on the image palette. To embedding messages to the image,
an embedding while dithering technique is designed for palette images obtained
from true color images using color quantization and dithering.

As shown in figure 1, Fridrich et al. approach to lossless data embedding is
also based on the presence of subsets with specific properties in X. The sample
sets S(x) and S(y) form a compressible bitstream (under some scan of X). For
example, for a digital image, S(123) is the set of all pixels with the grayscale
value equal to 123. This approach can again be used for all image formats, but
it is especially suitable for palette images.

Yang et al. [10] developed an invertible watermarking scheme exclusively
for authentication of electronic clinical brain atlas. The scheme segments the
brain atlas based on the region outline, then embedding the messages into the
region by considering the parity of the number of points in scanned outline
row. If the parity is inconsistent with the watermarked bit, the leftmost point
of the outline is replaced with the neighbor color, otherwise, no modification
is applied.To authenticate the watermarked image, the watermark is extracted
from the outline of the image and checked.
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Fig. 1. Diagram for lossless data embedding using lossless compression

3 Proposed Invertible Watermarking Scheme

Invertible Watermarking scheme embeds invisible watermark into a digital con-
tent in a invertible fashion. As a basic requirement, the quality degradation on
the digital content after data embedding should be low. A intriguing feature of
invertible data is the reversibility, that is, when the digital content has been au-
thenticated, one can remove the embedded data to restore the original content.

Fig. 2. A Block diagram of Invertible watermarking

As shown in figure 2, we embed a watermark signal in a digital image I by
modifying its pixel values, and obtain the embedded image I ′. The quality degra-
dation of I ′ from I should be low. Before sending it to the content authenticator,
the image I might or might not have been tampered by some intentional or unin-
tentional manipulations. if the authenticator finds that no tampering happened
in I ′, i.e, I ′ is authentic, then the authenticator can remove the watermark sig-
nal from I ′ and restore the original image, which results in a new image I”.
By definition of invertible watermark embedding, the restored image I” will be
clearly the same as the original image I. The motivation of invertible data em-
bedding is distortion-free data embedding [11]. Invertible watermark embedding
will provide the original, raw data when the digital content is authenticated.

3.1 Watermark Embedding Procedure

In this section we describe the details of our invertible authentication watermark-
ing scheme that embed Message Authentication Code (MAC) in gray images in
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an invertible way so that anyone who possesses the authentication key can revert
to the exact copy of the original image before authentication occurred. For color
images, the same scheme can be applied independently to the color planes of the
image, either in the RGB color space or in any other color space such as YUV.

Consider a grayscale image B of size m × n pixels as the original image, and
PN(pseudo noise) sequences W used as the watermark, which has the same size
as B. The embedding scheme is detailed as follows and the watermark embedding
procedure for each image block is shown in figure 3.

Fig. 3. Block diagram of watermark embedding process

First, we divide the original image B and the watermark PN sequence W
into m × n square blocks. Let us assume the original image size to be 512 ×
512 pixels, and it is divided into 128 image blocks. Denote Br to be the image
block and Wr as the watermark block where r = 1,2, . . . , 128. Note that r is
the index block in the image. Then, a 128-bits Key is generated, which has the
same size as the numbers of pixels in each image block Br. For each block Br,
do the following process:

Step 1. Replace all the LSBs of Br to 0

Step 2. Generate PN sequence Wr ∈{0,1} with Seed key which is owner’s
security key. A secret key is used to disable any attempt to remove or replace
the message. It is closed in the sense that only authorized persons possess this
key and can access the watermark to check integrity.

Step 3. Compute the MD5 [12] with block information of Br. A cryptographic
hash function has the property that given an input bit string S and its corre-
sponding output σ1, σ2, . . . , σr.

H(S) = (σ1, σ2, . . . , σr) (1)

The hashing function such as the popular MD5 is classically used to provide
strict integrity control. In the system shown in figure 3, the hash value of
the image (or part of the image) generates the message that is embedded into
the original image. The algorithm of step 3 for image authentication, i.e. for
verification of image integrity.
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Step 4. Apply XOR operation between the PN sequences Wr and the image
block Br to get the invertible data Lr

Lr = Wr

⊕
Br (2)

Step 5. Apply XOR operation between the Lr and the output of hash value σr
to get the authentication data L′

r

L′
r = Lr

⊕
σr (3)

Step 6. Finally we embed the authentication data L′
r into the least significant

bit of the image block Br to form the output watermarked image block B′
r. This

procedure is repeated for each block of data and all the output blocks B′
r are

assembled together to form the watermarked image Bw
r .

3.2 Watermark Extraction Procedure

The extraction process is almost the same as insertion process except that the
last XOR operation is done between the scrambled binary bits Br and the LSB
value of watermarked image in block r. The detailed process is as follow: first,

Fig. 4. Block diagram of watermark extraction process

divide the possibly tampered watermarked image we want to check into the 8 ×
8 block size, as in embedding process. For each block, do the following steps:

Step 1. Extract the LSB of watermarked image block B′
r (we call it Xr).

Step 2. Replace all the LSBs of Xr to 0

Step 3. Generate PN sequence Wr with Seed key which is owner’s security key
used in the embedding process.

Step 4. Calculate MD5 with image block information such as image size, key
and image block r.

Step 5. Apply XOR operation between the extracted LSB’s from image block
Xr and the output of hash value σr to get Rr.

Step 6. Apply XOR operation between the PN sequences Wr and the image
block Rr to get the invertible data R′

r.
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Step 7. compare Wr and R′
r to decision authentic. If the Xr, is authentic, then

the authenticator can inserting original LSB’s pixel value R′
r into LSB of Xr

and restore the original image, which results in a new image XW
r . By definition

of invertible data embedding, the restored image XW
r will be exactly the same

as the original image Xr, pixel by pixel, bit by bit. if the image Xr have been
tampered by some intentional manipulations, tempered locations will displayed.

Note that the index w is used to indicate that the image block processed is the
possibly watermarked image. By doing this process to whole block of watermarked
image,we will get the extractedwatermark image which from it we can tell whether
the image is tampered or not. If the image is not tampered and the right keys are
used, the result will be the right watermark image, clear without noise.

4 Experimental Results

As basic requirements, the quality degradation on the digital content after data
embedding should be low. Figure 5 shows original 512 × 512 Lena image, and
its watermarked image(right) by modifying LSBs pixel values. No degradation in
quality or any noticeable distortion. The watermarked image quality is measured
using PSNR (Peak Signal to Noise Ratio) by the equation (4) where MSE is the
mean-square error between a watermarked image and original image [13]. The
PSNR is 54.16 dB.

PSNR = 10 log10
2552

MSE
= 10 log10

2552∑
(f(x) − f(x)′)2

(4)

Fig. 5. Original image (Left) and watermarked image (Right)

Figure 6(Left) shows the watermark distributed PN-sequence where in orig-
inal image which is used in the experiment, and figure 6(Right) is the extracted
watermark Pick, retrieved from the untampered watermarked image, where the
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Fig. 6. (Left) embedded watermark PN-sequence, (Right) Extracted watermark se-
quence when no tamper occurred

Fig. 7. (Left) Tampered Lena image, (Right) Localization

correct keys were used in the extraction process. Watermark detector response
to 100 randomly generated watermarks. Only one watermark (the one to which
the detector was set to respond) matches.

Below is the experimental result for gray image using classic image ’Lena’.
The tampered version of Lena image is shown in figure 7 where the Lena eyes
was changed. From the extracted watermark image, we can tell that tampered
has occurred and its location.

Finally, as shown in figure 8 we can clearly recover the image from water-
marked image When it is verified to be authentic, one can remove the embedded
data to restore the original image exactly. The Normalized Correlation result is
1 between watermarked image and recovered image.
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all previous authentication watermarking schemes introduced some small amount
of non-invertible distortion in the image, the new method is invertible in the sense
that, if the image is deemed authentic, the distortion due to authentication can
be completely removed to obtain the original image data.

In this paper, we propose an invertible watermarking scheme for the pur-
poses of image authentication, integrity and invertibility. The authentication is
based on the decoded authentication hash. The original content restoration in-
formation, an authentication hash, and additional watermark data will all be
embedded into the LSBs. In the extraction process, if the image is deemed au-
thentic, the distortion due to authentication can be removed to obtain the orig-
inal image data. Being invertible, the original digital content can be completely
restored after authentication.

This scheme also can detect location where the changes occurred and pro-
vide new information assurance tools for integrity of sensitive imagery, such as
medical images.
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Abstract. In this paper, we propose an adaptive congestion control
scheme to control congestion caused in wireless/mobile access networks
of ubiquitous computing environment. Significantly, this scheme includes
a new reverse congestion avoidance phase, which can classify packet loss
due to bit error or network congestion. Also, it includes a new slow stop
phase which can minimize an wasted bandwidth due to previous conges-
tion control schemes. And, this scheme controls network congestion more
adaptive than previous congestion control schemes by a new method of
congestion measurement and various phases in the adaptive congestion
control scheme. The new method of congestion measurement classifies
degree of congestion by a relation of the number of loss packets and
increment size of a congestion window. This scheme is designed based
on DCCP(Datagram Congestion Control Protocol) being proposed by
IETF(Internet Engineering Task Force). In our simulation, this scheme
provides a good bandwidth throughput not in wireless/mobile access
networks but also in wired networks.

1 Introduction

All IT devices must always be connected wired/wireless access network to get a
Internet service in anywhere and at anytime on ubiquitous computing environ-
ment. Representative examples of ubiquitous computing are wearable comput-
ing, pervasive computing, which attaches computer to anything, and nomadic
computing, which makes it possible to use computers in anywhere.

Heterogenous networks and various kind of devices will coexist in ubiquitous
computing environment. Especially, many wireless access networks and mobile
access networks will be included to maximize mobility in ubiquitous computing
environment. To support such mobility, devices will be done lightweight. And, we
must consider such lightweight devices to transmit effectively multimedia data
or logistic data, which is continuous and large. Lightweight devices to support
mobility will be limited H/W resource unlike existing wired network devices.
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BSD based TCP in the OS Kernel is a heavy protocol stack to support
many functions i.e, congestion control, flow control, re-transmission, etc. UDP
is a lightweight protocol stack without functions like TCP and does not guaran-
tee reliability. To guarantee reliability to UDP, application layer based conges-
tion control schemes have been researched. But, In case such congestion control
schemes is used on application layer, all application softwares for multimedia
streaming must have congestion control function and it is difficult to adapt in
fast bandwidth change. To solve such problem, IETF is standardizing DCCP
which provides congestion control function in a transport network layer without
reliability[3,4,5,6,7,8].

To serve effectively multimedia data or logistic data on ubiquitous computing
environment, we consider few problems, which are mobility of devices and mo-
bility of services. Such mobility makes it hard to guarantee QoS. Also, we should
consider keeping seamless multimedia service among heterogenous networks and
various devices with such mobility problem.

Internet

Fig. 1. Ubiquitous network coexisted wired and wireless networks

In this paper, we define a new concept of congestion cause mobility on wire-
less/mobile access network and propose a new congestion control scheme to
control such congestion . First, we consider ubiquitous network like figure 1. In
figure 1, ubiquitous network is divided into two regions, which are Internet and
access network, by a gateway, which have functions like a protocol transfer and
so on. And, access network is classified wireless access network and wired access
network by access media of a device.

Mobility of devices can cause congestion in each access network or access
point. For example, if many mobile devices move into a cell at the same time
and request transmitting of packets over capacity of a basestation in the cell,
the basestation can not transmit all requested packets. In case of mobility of
services, services can move freely between devices and it causes fast change of
network traffic and congestion. These are clear difference with congestion on
wired network. Congestion in wired network is happened due to heavy traffic in
a router but that in wireless/mobile access network is happened by moving of
devices.

In previous congestion control schemes for wired network, delay is an impor-
tant factor because packets pass many router on Internet not one router. But,
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delay in wireless/mobile access network is not an important factor than that in
wired network because packets pass only one hop which is between a gateway
and a device in figure 1. Preferably, classifying packet loss due to congestion or
bit error is more important factor than delay.

In his paper, we propose an adaptive congestion control scheme based on
DCCP for wireless/mobile access network. The proposed scheme can adaptively
control congestion of wireless/mobile access network by two new phases and a
new method of congestion measurement. Also, this scheme provides all devices
in wireless or mobile access network with the fair bandwidth utilization rate
because of being controlled congestion by a gateway.

The rest of this paper is organized as follows. Section 2 reviews the related
works about previous congestion control schemes, transport layer protocol and
DCCP being background of this paper. Section 3 proposes the adaptive conges-
tion control scheme for wireless/mobile access network. In section 4, we show
the results of simulation of our scheme. In the conclusion, we present a summary
of our research.

2 Related Works

In this section, we present previous researches and papers related with our re-
search. A congestion control scheme of TCP consists of slow start phase, conges-
tion avoidance phase and fast retransmission phase. In slow start phase, if packet
does not loss, congestion window is increased exponentially until congestion win-
dow reaches a slow start threshold and slow start phase changes to congestion
avoidance phase. In the congestion avoidance phase, congestion window is in-
creased by a size of one packet per RTT(Round Trip Time) to avoid congestion.
If one more packets are lost due to time out in congestion avoidance phase, con-
gestion window becomes a size of one packet and slow start threshold sets a half
of current congestion window. And, the last phase is fast retransmission phase
to improve throughput of slow start phase[1,2]. In fast retransmission phase, if
three duplicated acks is received to a sender, lost packet is fast retransmitted.

TCP-friendly congestion control scheme was proposed to control congestion
which causes by multimedia data[2,4,7,10]. Specially, [2,4] proposed TFRC(TCP-
friendly Rate Control), which can fairly divide bandwidth with TCP sessions
and UDP sessions by using a rate control equality modeled throughput of TCP.
RAP(Rate Adaption Protocol) controls a throughput by TCP-friendly based
on packet loss. RAP uses AIMD(Additive Increase Multiplicative Decrease) al-
gorithm controlled by IPG(Inter Packet Gap)[10]. LDA(Loss-Delay based Ad-
justment algorithm) defines congestion with a throughput of TCP and packet
loss[4].

DCCP being proposed by IETF is protocol which replaces application layer
congestion control based on UDP by congestion control of transport layer. DCCP
providers two congestion control schemes, which are CCID 2(TCP-like) and
CCID 3(TCP-friendly). DCCP can dynamically change congestion control
scheme according to network traffic.
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DCCP is an unreliable protocol similar to UDP but includes a connection
establish step and a connection destruction step. And, it controls congestion
window when packet has been received or send. CCID 2 is a TCP-like congestion
control mechanism similar to that of TCP but reduces the number of acks by
using ack vector[5]. The ack vector denotes whether packets were received or not
to a receiver. CCID 3 is a TFRC mechanism which controls congestion window
by using a method similar to rate control mechanism of TCP. This shares fairly
network bandwidth with competing other TCP traffics. And, CCID 3 estimates
transmission bandwidth of TCP by using an average loss rate and delay[6].

3 Adaptive Congestion Control for Wireless Access
Network

We propose an adaptive congestion control scheme based on DCCP for wire-
less/mobile access network to access ubiquitous computing environments i.e,
EPC global network. In wireless/mobile access network, we assume that there is
just one hop or little hops between a device and a gateway like figure 1 and all
sessions are connected to Internet through the gateway in figure 1.

Congestion control schemes for TCP and DCCP designed for wired network.
So, we can not expect a good performance in wireless/mobile access network. Es-
pecially, congestion control schemes for DCCP determine congestion window ac-
cording to packet loss rate and delay time to control sending rate like that of TCP.

In wireless/mobile access network, all devices connect to the gateway by one
hop or little hops. Therefore, packet loss on immediate nodes(routers) can be
ignored and congestion can be control based on the gateway. The gateway main-
tains information of all session to control congestion. Our adaptive congestion
control scheme considers not only packet loss but also congestion window of all
sessions in the gateway and an available transmission window of the gateway.

3.1 Issues of the Adaptive Congestion Control Scheme

Issues to design the adaptive congestion control scheme are as follows.

– Classifying packet loss due to bit error or congestion. Congestion control
scheme for wireless/mobile access network must not regard packet loss due
to bit error and packet loss due to congestion as same case.

– Improvement wasted bandwidth due to AIMD. In previous congestion con-
trol scheme, if congestion is happened, each congestion window of sessions
are reduced by half of the current congestion window. In this case, if con-
gestion is slight and many sessions reduce their congestion windows as half,
it causes reducing so many bandwidth more bandwidth to solve congestion.

– Preventing packet loss due to mobility of devices. In wireless/mobile access
network, packet loss is happened due to a basestation which connected so
many devices over the maximum capability of the basestation. Therefore,
congestion control scheme for wireless/mobile access network needs to con-
sider such congestion.
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– Controlling a congestion window by the gateway. Because all basestations are
connected the gateway, the gateway can maintain each congestion window
of all sessions and an available transmission window of the gateway. This
information is used for the adaptive congestion control scheme.

3.2 Adaptive Congestion Control Scheme

The proposed adaptive congestion control scheme consists of five phases, which in-
cludeanewslowstopphase andanewreverse congestionavoidancephase andanew
constantphasewithprevious twophase ofTCP. In the reverse congestionavoidance
phase, when the number of packet loss is smaller than a threshold, all phases change
to the reverse congestion avoidance phase to determine whether the packet loss is
causedby congestion or bit error.The slow stop phase reduces a congestionwindow
exponentially to improve network bandwidth throughput in slight congestion.

In the adaptive congestion control scheme, when a new session is initialized,
the adaptive congestion control scheme becomes a slow start phase like that of
TCP. And, depending on degree of congestion, the slow start phase changes to a
slow stop phase, the initialized slow start phase or a reverse congestion avoidance
phase. If packet loss is not happened and a congestion window of the new ses-
sion becomes a slow start threshold, the slow start phase changes to a congestion
avoidance phase like that of TCP. In the congestion avoidance phase, if packet
loss is not happened, congestion window is increased by the size of one packet
per one round trip time. But, if one more packet is lost, the congestion avoid-
ance phase changes to one phase of the reverse congestion avoidance phase, the
slow stop phase or the slow start phase according to degree of congestion. When
congestion window becomes a maximum transmission threshold, the congestion
avoidance phase changes to the a constant phase which does not increase con-
gestion window. This phase is same to the congestion avoidance phase exception
no longer increasing congestion window. Figure 2 shows transitions among five
phase in the adaptive congestion control scheme.

In figure 2, SS is the slow start phase, CA is the congestion avoidance phase,
C is the constant phase, ST is the slow stop phase, and RCA is the reverse
congestion avoidance phase. Transition between each phase is classified by (1).

iAB− > C (1)

SS
(Slow
Start)

CA
(Congestion
Avoidance)

C
(Constant)

RCA
(Reverse

Congestion
Avoidance)

ST
(Slow
sTop)

Ci N
C →

STiC
C →

STi
EC

C →

STi N
ST →

SSiC
C →

STiC
SS →

SSiC
SS → SSi N

SS →

Ci N
CA →

CAi N
CA →

CAi N
RCA →

CARi E
CA →

STiC
RCA →

SSiC
CA →

CAi N
ST →

STi N
CA →

CAiC
SS → SSi N

RCA →
RCAi E

SS →

SSiC
RCA →

RCAi E
RCA →

RCAi E
C →

Fig. 2. Transition diagram among five phases in the adaptive congestion control scheme
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In (1), A is an argument to denote state of packet. If a current packet is lost and
the packet loss is caused by congestion, A is denoted by C and if the packet loss is
caused by bit error, A is denoted by E. And, if A is N, it means that the current
packet is not lost. B− > C denotes a transition from the B phase to the C phase.
For example, iCCA− > ST means that the congestion avoidance phase changes
to the slow stop phase due to congestion. In the congestion control scheme of
TCP, thresholds to control congestion window are a slow start threshold and
a maximum transmission threshold. In an initialization state of TCP, the slow
start threshold is a half of the maximum transmission threshold and whenever
one more packets are lost, the slow start threshold will become half of the current
congestion window. In proposed the adaptive congestion control scheme, the
slow start threshold and the maximum transmission threshold are similar to
those of TCP in aspect of functionality. But, the two thresholds in this paper
are calculated by the number of sessions connected the gateway. Table 1 defines
symbols which will be used in this paper.

First, the maximum transmission threshold(T i
max) is defined by (2).

T i
max = min(WG

max/N, W i
recv) (2)

In (2), the maximum transmission threshold is minimum value of a receive win-
dow size of session i and a maximum window size which can be allocated by the
gateway. And, whenever a new session is initialized or ongoing session is closed,
T i

max is recalculated by (2).

T i
SS =

{
T i

max ,
∑N

i=1 T i
max < WmaxG

(1 − 1
N+1 ) × T i

max ,
∑N

i=1 T i
max ≥ WmaxG

(3)

(3) denotes the slow start threshold. In (3), if an available transmission window
of the gateway is larger than required transmission window size of new session,
T i

SS is T i
max. Otherwise, T i

SS is (1 − 1
N+1 ) × T i

max to prevent congestion by
already considering bandwidth for future a session. And, whenever the number

Table 1. Symbol definition

Symbol Means
i An index of session
N The number of sessions connected a gateway

T i
max The maximum transmission threshold of a session i

W G
max An available maximum window size of a gateway

W recv
i A receive window size of a session i

T SS
i A slow start threshold of a session i

P loss
i The number of lost packets of session i

W inc
i The increased congestion window size of session i

AV loss
i The number of lost packets in a ack vector

W prev
i The Previous congestion window size of session i
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of sessions connected the gateway changes, T i
SS is recalculated by (3). If packets

are lost by congestion, T i
SS is recalculated by (4).

T i
SS =

T i
max

2
(4)

1) Classification of congestion degree
In this paper, to classify a degree of congestion, we use a difference of the number
of loss packet and increment size of a congestion window during a cycle.

P i
loss = W i

inc − AV i
loss (5)

In figure 3, the number of transmission packets in I region is m. If the m packets
send to a client and are not lost, an ack packet including an ack vector be send to
the gateway. All bits of the ack vector are 1. And, in I +1 region, m+n packets
increased n packets are send to the client but k packets are lost. Because m
packets of packets were safely send to client in I region, packet loss in I + 1
region may be happen due to the increased n packets. Therefore the degree of
congestion is defined by (5). (5) in figure 3 is n − k that is a difference of the
number of loss packet(k) and increment size of the congestion window(n).

�

�

Fig. 3. Classifying of congestion degree

2) Adaptive congestion control
Next phase of each five phase is determined by degree of congestion(P i

loss). First,
the next phase of the slow start phase shows in figure 4.

Fig. 4. Congestion control for the slow start phase

If P i
loss is belonged to the region A, it means that more packets than increased

packets by no pack loss in previous congestion window are lost. Therefore, be-
cause congestion is happened in a basestation belonged to the session i, the slow
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start phase is restarted after the size of congestion window is reduced a size of
one packet. If P i

loss is in the region B, the slow start phase changes to the slow
stop phase because the number of loss packet is smaller than that in the region
A and it means slight congestion. Because the slow stop phase decreases the
congestion window exponentially, though recovery of congestion is slower than
that in the slow start phase, throughput of bandwidth is improved. If P i

loss be-
longs to the region C, little packets are lost. In this case, the adaptive congestion
control scheme decides whether current packet loss is happened by congestion
or bit error by using the reverse congestion control state. In figure 4, we use
W i

inc/2 to classify the region B and the region C because congestion window in
the slow start phase increases exponentially. If a congestion window becomes the
slow start threshold, the slow start phase changes to the congestion avoidance
phase. In the congestion avoidance phase, the next phase is decided according

Fig. 5. Congestion control in the congestion avoidance phase

to the degree of congestion. Figure 5 shows congestion control for the congestion
avoidance phase. Region A, B and C in the figure 5 are regions to determine the
degree of congestion. If the degree of congestion is in the region A, it means that
the number of transmitted packets is smaller than the slow start threshold due
to many loss packets. And, in this case, the congestion avoidance phase changes
to the slow start phase for strong recovery of congestion. Region B is the region,
which is larger than the slow start threshold and smaller than previous conges-
tion window. This region is difference of the maximum congestion window in the
slow start phase and the previous congestion window in the congestion avoid-
ance phase. Because congestion control in this region is required the recovery of
congestion to improve throughput of bandwidth, the congestion avoidance phase
changes to the slow stop phase. Region C in the figure 5 is similar to the region
C in the figure 4 but a size of C is a size of one packet because the congestion
window in the congestion avoidance phase increases linearly. And, if the num-
ber of loss packet is belonged to the region C, the congestion avoidance phase
changes to the reverse congestion avoidance phase for classifying packet loss due
to congestion or bit error.

When a congestion window becomes the maximum transmission threshold,
the congestion avoidance phase changes to the constant phase and congestion
window is not increased. But, if the number of sessions through the gateway
changes, the maximum transmission threshold is changed and this phase changes
to the congestion avoidance phase or the slow stop phase. If the maximum trans-
mission threshold is increased, a next phase is the congestion avoidance phase,
otherwise the next phase is the slow stop phase. Congestion control according to
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packet loss in the constant phase is similar to that in the congestion avoidance
phase like figure 5. The reason is that the constant phase is same the conges-
tion avoidance phase except no increasing congestion window. So, because we
assume that the constant phase is the congestion avoidance phase series, con-
gestion control in the constant phase follows as that in the congestion avoidance
phase. In the wireless network, bit error happens frequently due to features of

A : the number of loss packets in the current RCA phase
B : the number of loss packets before the current RCA phase

If (A = 0)
   Processing a phase before the current RCA phase
Else if (A = 1)
   Processing still the current RCA phase
Else if ((A > B) OR (A = B))
   Processing the slow start phase
Else
   Processing the slow start phase

RCA : the Reverse Congestion Avoidance phase

Fig. 6. Congestion control in the reverse congestion avoidance phase

radio wave. Packet loss due to such bit error makes confusedly congestion con-
trol scheme. Therefore, when little packet loss is happened, it needs a phase to
classify whether a packet is lost due to congestion or bit error.

The reverse congestion avoidance phase decreases a congestion window by a
size of one packet and determines whether the packet loss is due to congestion
or bit error according to the number of next loss packet. If this packet loss is due
to congestion, the number of next loss packet may grow, otherwise the number
of next loss packet is little or none. Therefore, we examine the cause of the
packet loss by passing the reverse congestion avoidance phase. Figure 6 shows
an algorithm of the reverse congestion avoidance phase.

The congestion control scheme of TCP does not classify degree of conges-
tion. And, this causes fast falling throughput of bandwidth though congestion
is slight. But, the proposed slow stop phase does not reduce the congestion win-
dow as a size of one packet and decreases a congestion window exponentially
contrary to the slow start phase. This can prevent from fast falling through-
put of bandwidth in slight congestion. Figure 7 shows congestion control in the

128 127 125 121 105 64

1 2 4 8*2 16*22

Packet loss Packet loss

The number of
packet of the

congestion window

The number of
decreased packets

Fig. 7. Congestion control in the slow stop phase

slow stop phase. In figure 7, when a congestion window is a size of 128 packets,
packet loss is happened. The congestion window is decreased exponentially until
the congestion window reaches a size of 64 packets. When the congestion widow
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is a size of 125 packets, if packet loss is not happened, the congestion window
will be decreased by a size of 8 packets that is double of a previous decreased
size(a size of 4 packets). But, if packet loss happens in this time, the congestion
window will be decreased by a size of 16 packets that is four times of a previous
decreased size(a size of 8 packets).

4 Performance Evaluation and Analysis

We evaluate a performance of the adaptive congestion control scheme proposed
in this paper. Table 2 shows environment and parameters for simulation. Wireless
access network for simulation is consisted of one gateway, three basestations and
many devices as like figure 1. Figure 8 shows a performance in a case of 10−3

BER(Bit Error Rate). In our simulation, BER=10−3 is a case that bit error
rate is small relatively. In figure 8, using bandwidth of the basestation 2 gets
into maximum. So, we can see that congestion is happening continuously in the
basestation 2. In this case, performance of our scheme is superior to that of TCP-
like. Such reason is because our scheme controls congestion efficiently without
loss of bandwidth by added the slow stop phase and the reverse congestion
avoidance phase newly.

Figure 9 shows a performance in a case of 10−2 BER(Bit Error Rate). In
this case, we can see that basestation 2, which should be congestion and other
basestations is almost congestion-free. This is due to the fact that congestion
could not occur because of the higher BER. So, all nodes in high BER could
not be with satisfactory in their services. But, also in this case, the proposed
scheme is superior to TCP-like congestion control scheme in terms of throughput

Table 2. Simulation environment

Gateway Capability(Window Size) 2000
Basestation 1 Capability(Window Size) 1000

Nodes 10
Basestation 2 Capability(Window Size) 300

Nodes 25
Basestation 3 Capability(Window Size) 700

Nodes 10
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Fig. 10. Throughput comparison with TCP-like(PER=10−2)

by the reverse congestion avoidance phase and the slow stop phase. Thus, the
proposed scheme is more intelligent than TCP-like in congestion control. In
this paper, although we propose congestion control in wireless/mobile access
network, we also concern integrated network including wired network. If the
adaptive congestion control scheme shows a good performance in wired network,
we don’t need protocol translation in gateway. Figure 10 assumes packet loss,
which is occurred by routing delay like wired networks. We set packet error
rate to 10−2. In this simulation, the result shows that the adaptive congestion
control scheme is well applied to wired network. After this, we could develop the
congestion control of integrated networks.

5 Conclusions

In this paper, we proposed the transportation layer congestion control scheme
adapted ubiquitous environment. And, this scheme guaranteed mobility of de-
vices and service. This congestion control scheme is based on DCCP, the trans-
port layer protocol drafted by IETF. This congestion control scheme consists
of five phases. The five phases are existing 3 phases (the slow start, the con-
gestion avoidance, the constant), the reverse congestion avoidance phase, which
is discriminated between congestion and bit error occurred on account of the
character of wireless/mobile access network and the slow stop phase, which is
to improve wasted bandwidth during congestion control. And the adaptive con-
gestion control scheme can use a proper phase according to degree of congestion
degree, which is calculated by a difference of the number of loss packets and
increment size of a congestion window.



Adaptive Congestion Control Scheme Based on DCCP 393

Our scheme is send-based congestion control. So, all the congestion control is
performed on the gateway. Each device only transmits the ack vector to sender.
This can be a lightweight protocol stack for ubiquitous devices. There are two
future works. In the first, we are going to add a receiver-based congestion control
policy to our adaptive congestion control scheme. In the second, we will research
about various algorithms to provide reliability.
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Abstract. The increasing demand for streaming video applications on
the Internet motivates the problem of building an adaptive rate control
scheme for the time-varying network condition. The time-varying avail-
able bandwidth and latency make the real-time streaming applications
difficult to achieve high bandwidth utilization and video quality at re-
ceivers. MPEG-4 is a widely-used streaming protocol and a MPEG-4
video streaming system should be able to provide an adaptive rate con-
trol mechanism to satisfy these changing conditions.

In this paper we analyze the problem of transmitting MPEG-4 video
streaming over IP network with some well-known TCP-friendly rate con-
trol protocols. This paper is focused on solving the challenging issues in
application layer, compression layer to reduce the frame dropping rate.
With this aim, we provide a solution called ”SARS” (Smoothed and
Adaptive Rate-control Scheme) in compression layer and application
layer for an MPEG-4 video streaming system and discuss the charac-
teristics of its components. Furthermore, we assess the effects of SARS
by simulation with the well-known solution for MPEG-4 transmission.

1 Introduction

As fast-growing of broadband network access, the real-time video streaming, such
as Internet television, unicast video conferences, IP telephony, distance learning,
and video-on-demand, are feasible[4] and may change the user behaviors on
Internet and their amusements. However, since the network resources are shared
and competed with various Internet flows, the quality of a video streaming flow
might only be effects by packet-loss, bandwidth variation and fluctuating end-
to-end latency. In addition, current Internet Service Provider does not provide
quality of service (QoS) guarantee for real-time video streaming applications and
raises three challenges for real-time video streaming applications.

1) The first challenge is to satisfy the bandwidth requirement. A minimum
bandwidth is required for real-time video streaming applications to maintain
an acceptable perceptual quality. Additionally, the unsteady bandwidth of the
Internet[5] will affect the transmission of the real-time video streams and the
quality of video presentation. 2) The second challenge is to satisfy the packet-loss
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Fig. 1. Layer structure of an end-to-end real time video streaming system

requirement. Because of packet-loss and fragment requirements for large video
frame, the receiver may get a lot of incomplete frame and get a poor quality of
video. 3) The final challenge is to satisfy the end-to-end latency requirement.
Because Internet is a packet-switch network, the transmission delay for a packet
is unsteady and may be large. If the transmission delay for a video frame is
longer than the acceptable latency, this video frame will be considered useless
and the application will be ”starvation” because of delay of the video frame.
Thus, a feasible end-to-end video streaming protocol should consider those three
challenges and provide feasible solutions to solve those challenges.

An general end-to-end real-time video streaming system which employs con-
trol techniques can then be illustrated in Fig. 1 as a layer-structure system[17].

The system consists of application layer, compression layer and transport layer.
Application layer defines the maximum end-to-end latency and the accept-

able visual quality in this layer. The real-time video streaming applications are
subject to different end-to-end latency constraints.

Compression layer is the video encoder that provides a wide range of coding
bit rate and encodes the live video based on adaptive rate control algorithm.

Transport layer is required to estimate the bandwidth and control the
throughput not to exceed the available bandwidth.

In this architecture, the challenges of bandwidth, end-to-end latency and
packet-loss consist in Compression Layer and Transport Layer. Later, we discuss
the known approaches for Transport Layer and Compression Layer.

a) Transport Layer Approach: A feasible transport layer protocol should be
introduced 1) to react to network congestion; 2) to adjust sending rate to avoid
congestion collapse; and 3) to keep high network utilization and low packet-
loss ratio. In traditional rate control mechanism, there are two major types,
window-based and rate-based. However, the window based schemes lead the
longer propagation delay out. Thus, the rate based schemes are more attractive
for real-time streaming applications.

For handling lost packets, there are usually two major types of methods to
handle errors caused by packet-loss, namely packet retransmission[6] and For-
ward Error Correction (FEC)[7]. The idea of the FEC is to generate redundant
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packets at the sender, which can be used to recover lost packets in an acceptable
lost ratio. As for retransmission-based error control method, ARQ (Automatic
Repeat reQuest), the sender attempts to retransmit the lost packets upon re-
ceiving the packet retransmission responses. It is only feasible to recover burst
loss with minimum cost of network bandwidth if round trip delay is low[8].

b) Compression Layer Approaches: State-of-the-art video coding standards,
such as H.263, H.263+, H.264, and MPEG-4, are designed for video transmission
on Internet. H.263 is a provisional ITU-T standard codec for video conferences.
It was designed for low bitrate communication, early draft specified coding bit
rate less than 64Kbits/s, however the limitation has now been removed. H.263
was later extended to H.263+ (version 2) and H.263++ (version 3).

MPEG-4 video coding standard, unlike previous standards from the Motion
Pictures Experts Group Consortium (MPEG-1 and MPEG-2), is gaining in-
creasing acceptance and offers the digital video community an open standard in
the face of the dominant, yet proprietary, digital video formats from RealNet-
works and Microsoft[9][10][11][12]. It provides a wide range of coding bit rate
and resolution to perform adaptive encoding.

However, a video encoder with error control techniques is still not enough for
solving the challenges in this layer. An adaptive rate control schemes or a scalable
coding mode is needed to combat these problems. The adaptive rate control
schemes allocate the target bit rate to each frame for video encoding, control the
bit rate generated and adapts to the time-varying available bandwidth. Thus, the
frame can be transmitted, received, played out at receiver on time if no packet-
loss occurs. It is typically known as layered coding and intended for progressive
transmission. H.263+ and H.263++ coding standard support the scalable coding
mode. In MPEG-4 coding standard, it provides Fine Granularity Scalability
(FGS).[13]

This paper is organized as following. In Section II, we briefly review recent
researches on the end-to-end congestion control mechanisms and rate control
schemes in the video codec. The proposed scheme, SARS, is described in Section
III. The performance comparison of SARS and the rate control scheme in [1]
under CBR and VBR and over several rate based congestion control protocols
are evaluated in Section IV. At the end of this paper, we summarize our study
and point out the future works in Section V.

2 Related Work

2.1 MPEG-4 Video Rate Control

A conventional rate control scheme for a video encoder is a technique to de-
termine the target bit rate R of each encoded frame, maintain a good visual
quality and minimize the distortion measure D under a limited bandwidth
constraint[14]. The distortion D means that the difference between the origi-
nal source picture and the reconstructed picture after it has been decoded. In
typical transform coding, both the bit rate R and the distortion D are controlled
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by the quantization parameter. The rate control scheme allocates the bit bud-
get to each group of pictures (GOP), individual picture and/or macroblock in
a video sequence and derive the quantization parameter from a wide range of
quantization parameter sets. The conventional rate control scheme embedded in
the video encoder generally has two components.

• Rate Control : It consists of the rate allocation and the skipping frame
mechanisms. In rate allocation, it estimates the number of bits available to en-
code the frames in the video sequence. Video delivery over the Internet meet the
constraints imposed by the changing network conditions. The allocated bit rate
has to adapt to the time-varying available bandwidth. In order to keep the below
the pre-defined threshold of end-to-end latency, the skipping frame mechanism
is initiated.

• Source Model : The source model is used to help the video encoder to
produce the output bit rate closer to its target.

We briefly review current researches related to these two components in the
following sections.
Researches on Source Model for Video Coding. A source model, aka rate-
quantization model, for video coding is the most important part of a rate control
scheme. The rate-quantization model defines the relationship between the coding
bit rate and quantization parameter. A suitable quantization parameter used for
encoding a frame or a macroblock to achieve the target bit rate is derived from
the rate-quantization model.
Researches on Rate Control for Video Coding. A rate control algorithm
generally includes three steps. A fixed size of buffer based on the maximum
acceptable latency is determined in the first step. The second step is to estimate
the target bit rate according to the buffer occupancy, remaining bits in this video
sequence and available bandwidth. The allocated bit budget can then be applied
on the source models to derive the quantization parameter. The final step is to
control the buffer occupancy and start the frame skipping mechanism if buffer
overflow occurs.

Many researches focus on the MPEG-4 Q2 rate control algorithm which is
based on the quadratic rate-distortion model[15] [20][17][21].

However, the MPEG-4 Q2 rate control schemes[15] [17][22] are heuristic and
are designed for CBR applications which are not suitable for real-time streaming
video on Internet. In [1], Li adopted the fluid-flow traffic model and the linear
tracking theory to calculate the target bit rate and the quantization parameter
for P-frames corresponding to time-varying available bandwidth. However, there
is a problem with such an adjustment. If target buffer level is low and current
buffer level is high, the first target bit rate is possible to be negative. But the
final adjustment with remaining bits will make the target bit rate positive. The
buffer level thus remains increasing and is unable to meet the target buffer level.
If the rate decreases suddenly, the buffer overflow will occur. Furthermore, there
is also a problem with the skipping frame control. It is possible to cause frames
to be skipped continuously even some frames had already been skipped.
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3 SARS: Smoothed and Adaptive Rate-Control Scheme

3.1 Overview of System Architecture

There are two objectives in this system. The first objective is that the system
has to regulate the output bit rate that adapts to the time-varying available
bandwidth. The second objective is coding bit rate allocation and coding bit
rate adjustment for the MPEG-4 video encoder. The bit budget will be allo-
cated before encoding and controlled during the encoding process. The four
main components of the system are presented: the TCP-friendly Rate Control,
the TFRS Module, the LD Module, and the RSF Module, whose functions are
described in the following sections.

3.2 Bandwidth Adaptation: TCP-Friendly Rate Control

Internet conditions change with time; as a result, real-time application should
tailor their transmission rate in a manner that achieves high utilization while
sharing bandwidth appropriately with competing traffic (e.g., Email, web traffic,
etc.). Additionally, the quality of the received video should react to the available
bandwidth, so that users receive the highest possible quality video for their
available bandwidth.

A rate based congestion control protocol provides an estimated tcp-friendly
sending rate calculated either from receiver or at sender. Every time an esti-
mated rate report is received from receiver or calculated at sender, the sender
reacts with the report of rate to adjust its sending rate with the new one. We
denote the Trate(n) as the nth estimated tcp-friendly sending rate. The event
of changing rate and the information of Trate(n) are then passed to the Rate
Smoother component. The transmission of packets will be scheduled using an
transmitting packet interval.

3.3 TFRS Module: A TCP Friendly Rate Smoother with Memory
Wiper

In multimedia streaming applications, the users can not tolerate rapidly change
of quality. We may not vary the rate for video encoding so frequently. The TFRS
Module is to smooth the rate for video encoding and It has three main functions.
The TFRS module is based on the EWMA filter to get a smoother rate.

Tratesmoothed
(n) = (1 − γ) × Tratesmoothed

(n − 1) + γ × Trate(n) (1)

where Nc is current number of coded frames, γ is the weighting parameter whose
default value is 0.5, n and n-1 are the time that nth and n − 1th rate-change
events occurred, respectively.

In the process of the TFRS Module, the available bandwidth variations can be
regulated by the weighting parameter γ. If the value of γ is larger, the system is
more responsible to the available bandwidth estimated by rate based congestion
controlprotocols. Incontrast,The ratemayfluctuatemuchandthe systembecomes
unstable. Afterwards, the smoothed rate Tratesmoothed

is passed to the RSFModule.
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3.4 LD Module: A Linear Source Model for MPEG-4 Video Coding

The ratio of non-zero DCT and quantized coefficients NZratio is defined as follow:

NZratio = NZDCTQ/NZDCT (2)

Construction of Linear Source Model. As mentioned above, we observe
that there is a linear relationship between the coding bit rate R and non-zero
ratio of transformed and quantized DCT coefficients NZratio. We can see that
the coding bit rate R could be a linear function of NZratio. Therefore, based
on these observations, the linear relationship between R and NZratio can be
characterized by the following expression:

R = κ × NZratio (3)

where κ is the model parameter and it is the slope of the approximation line and
R is the coding bit rate represented by bits per pixel.

The linear source model is an augmentation of the source model proposed
in [2][3] and there is still only one model parameter. The number of non-zero
quantized coefficients can be easily derived from (3). But the slope κ is also a
key role in the linear source model, we provide an adaptive estimation method
for slope κ.

Adaptive Estimation of The Model Parameter κ. Let NZDCTm and
NZQm be the number of non-zero DCT coefficients and non-zero quantized co-
efficients in mth macroblock, respectively. Let Rm be the actual coding bit rate
in mth macroblock. Let M be the number of encoded macroblocks. Note that
in a macroblock, there are total 384 coefficients. The model parameter κ can be
estimated using the following expression:

κ =
∑M

m=1 Rm

384 × M
×

∑M
m=1 NZDCTm∑M

m=1 NZQm

(4)

The initial value of κ is set to 7.6438.

3.5 RSF Module: A Reduced Skipped Frames and Adaptive
Rate-Control Scheme.

The RSF Module is summarized and depicted in Fig. 2.

Initialization. Let Dlatency denote the maximum acceptable latency during the
transmission. For a given tcp-friendly rate Tratesmoothed

, the size of the virtual
buffer model Bs is computed as follows:

Bs(0, 0) = Tratesmoothed
× Dlatency (5)

The size of the virtual buffer model is not fixed during the real-time video
streaming, it will be adjusted if the rate Tratesmoothed

is changed. The use of
such a virtual buffer model is to assure that the video data in the buffer could
be transmitted out under the acceptable delay constraints.
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GOP-Layer Rate Control. Before allocating the target bit rate for each
frame, we first estimate a rough bit budget for an entire GOP at the begin-
ning of each GOP. We thus estimate it from the predicted available band-
width Tratesmoothed

, frame rate and the total number of frames in a GOP. Let
NGOP denote the number of frames in the GOP and there are one I-frame and
NGOP - 1 P-frames.

The rough bit budget for ith GOP is calculated as follows:

RGOP (i, 1) =
Tratesmoothed

(n)
Fr

× NGOP − Bl(i, 1) (6)

where RGOP (i,1) is the total number of bits for ith GOP, Fr is the frame rate,
and Bl(i,1) is buffer level at the beginning of ith GOP.

Pre-Encoding Stage of Frame-Layer Rate Control. The most important
processes in the pre-encoding stage are to calculate the target bit rate for a frame.
Therefore, we can calculate the target bit rate for a frame based on the available
bandwidth and the encoding frame rate in the video encoder. The draining rate
d at each frame interval is also the same as the target bit rate for a frame. The
calculation is expressed as follows:

R
′
f (i, j) = d(i, j) =

Tratesmoothed
(n)

Fr
(7)

where R
′
f (i, j) and d(i,j) are the target bit rate and draining rate of jth frame

in ith GOP respectively, Tratesmoothed
(n) is the newest estimated rate, and Fr is

frame rate.
We define the target virtual buffer level as a function of the frame position

in a GOP and compute it for each P-frame in a GOP as follows:

TBl(i, j) = TBl(i, j − 1) − Δp (8)

TBl(i, 1) = Bl(i, 1) (9)
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Δp =
TBl(i, 1)
NGOP − 1

(10)

We now have the target virtual buffer level for each P-frame in ith GOP. The
target bit rate for jth frame in ith GOP can be calculated based on the target
virtual buffer level TBl(i,j), current virtual buffer level Bl(i,j), encoding frame
rate Fr, and the available bandwidth Tratesmoothed

(n). We divide the allocation
of target bit rate for jth frame in ith GOP into two steps :

Step 1: Allocation of target bit rate for jth frame

Rf (i, j) =
Tratesmoothed

(n)
Fr

+ (TBl(i, j) − Bl(i, j)) (11)

where Rf (i,j) is the target bit rate for jth frame in ith GOP, TBl(i,j) is the
target virtual buffer level, and Bl(i,j) is the current virtual buffer level.

Post-Encoding Stage of Frame Layer Rate Control. If the sampling time-
out occurs, the Tratesmoothed

is re-calculated by using (1). The remaining bit bud-
get of ith GOP is adjusted by the new Tratesmoothed

. The adjustment of remaining
bit budget of ith GOP is expressed as follows:

RGOP (i, j) = RGOP (i, j − 1) + ΔGOP − A(i, j − 1) (12)

ΔGOP =
Tratesmoothed

(n) − Tratesmoothed
(n − 1)

Fr
× NrGOP (i) (13)

where NrGOP (i) is the remaining frames to be encoded in the ith GOP and
A(i,j-1) is the actual coding bit rate of j − 1th frame.

The virtual buffer level is increased by adding the actual bits produced by the
jth frame in the ith GOP and decreased by draining the bits from the virtual
buffer using (14). If the virtual buffer level is too high, we start the frame-
skipping control mechanism. The frames will be skipped until the virtual buffer
level is under a safe level. The buffer condition is expressed as follows:

Bl(i, j) < ρ × Bs(i, j) (14)

where ρ is a constant and its typical value is 0.8.
Also, if buffer overflow occurs, the target buffer level TBl(i,j) will be recal-

culated using the following equation:

TBl(i, j) = Bl(i, j − Nskipped) − Tratesmoothed

Fr
× Nskipped (15)

where Nskipped is the number of skipped frames after the frame-skipping control
is started.
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4 Simulation

Numerical experiments have been conducted to evaluate the performance of our
proposed rate control algorithm in this section. We implement the proposed rate
control algorithm in a MPEG-4 video encoder. Then, we compare the rate control
scheme proposed by [1] and SARS. In our simulation results, SARS controls the
coding bit rate more accurately and keep the buffer level closer to its target.
Also, the perceptual quality is improved using SARS.

4.1 Performance Evaluation of SARS Under CBR and VBR

In this simulation, we consider a video sequence ”Mobile” in this scenario. The
size of the video sequence is CIF(352x288). The frame rate is 30 fps. This video
sequence is coded by the unit of GOP. The length of a GOP is 60. The predefined
quantization parameter for I-frame is 15. The experimental results are discussed
in the following subsections.

CBR-256kbps. Because of page limits, we only show the PSNR results here.
In fig. 3, we show the PSNR results of each frame and each GOP. It can be
seen clearly that the frames are started to be skipped in the first GOP and
the skipping frame can’t be stopped by using Li’s scheme. It is noted that
by using Li’s scheme, there are 38 frames skipped, while there are 15 frames
skipped by using SARS. The overall performance of SARS is still better than
Li’s scheme.

VBR-256kbps. In VBR scenario, we experiment the SARS over tcp-friendly
congestion control protocols. The target coding bit rate of the test video se-
quence are given in fig. 4. The frame rate is 30 and the GOP length is 60. The
experimental results are shown in fig. 5.

It can be seen clearly that, for Li’s scheme, the average PSNR of GOP is
much lower than that in SARS due to more skipped frames in Li’s scheme. It
is noted that by using Li’s scheme, there are 17 frames skipped, while there are
9 frames skipped by using SARS. It can be seen clearly that, for Li’s scheme,
the average PSNR of third GOP is higher than that in SARS due to the high
control error of coding bit rate at 130th frame. However, the overall performance
of SARS is still better than Li’s scheme.

Fig. 3. PSNR results of each frame and each GOP for video sequence Mobile” in CBR
scenario
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Fig. 4. Target bit rate for encoding

Fig. 5. PSNR results of each frame and each GOP for video sequence Mobile” in VBR
scenario

5 Conclusion

In this paper, we propose a novel protocol for MPEG-4 video streaming system,
called SARS. In our simulations, we have shown the performance of SARS is better
than Li’s solution either in CBR or in VBR. And, the transmission delay is shorter
and smoother than Li’s solution, the PSNR is also better than Li’s solution.

Although our solution is successful to reduce the frame-dropping rate and
obtain the better performance, there is still some problems when a real-time
video streaming over a lossy link. As mentioned in Section I and Section II, over
a lossy link, the error control schemes are required to reduce the effects of packet
losses and then to incrase the quality of video streaming. The continuous efforts
will address the issue.
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Abstract. A “Crossover Router” (CR) based QoS provisioning mechanism 
under an enhanced “Fast Handovers for Mobile IPv6” (FMIPv6) architecture 
has been proposed to provide better performance for multimedia applications in 
Mobile IPv6 (MIPv6) networks. In the proposal we extend the FBU and HI 
messages to notify the QoS requirement of “Mobile Node” (MN). Advance 
reservations along the possible future-forwarding paths are performed only 
between CR and MN to reduce reservation hops and signaling delays. In this 
paper we present the detailed performance evaluation results of this scheme 
compared with “Mobile RSVP” (MRSVP) protocol, using the network 
simulator (NS-2). In the simulations RSVP signaling cost, total bandwidth 
requirements, RSVP signaling and data packet delay in different scenarios of 
both schemes were considered. Results show that the proposed scheme for QoS 
guarantee has lower RSVP signaling cost and delay, as well as less bandwidth 
requirements in comparison with MRSVP. Furthermore, fluctuation and peak 
values of data packet delays in different scenarios are much lower.  

1   Introduction 

Mobile IPv6 (MIPv6) protocol [1] was proposed to manage mobility and maintain 
network connectivity in the next generation Internet. However, the handover latency 
and packet loss in basic MIPv6 protocol are not ideal, which raises the need for a fast 
and smooth handover mechanism. A number of ways of introducing hierarchy into 
MIPv6 networks, and realizing the advanced configuration have been proposed in the 
last few years [2-4]. On the other hand, QoS requirements should be satisfied for 
multimedia applications, such as bandwidth and delay requirements.  

We have proposed a scheme [5] for QoS provisioning in an enhanced “Fast 
Handovers for Mobile IPv6” (FMIPv6) architecture [2]. We introduce the Crossover 
Router (CR) to reduce tunnel distance between the Previous Access Router (PAR) 
and the New Access Router (NAR). CR is the first common router of the old path and 
the new forwarding path. As for QoS guarantee, we define extended FBU and HI 
messages to inform the NAR of the MN’s QoS requirement. Upon receiving the 
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information, the NAR initiates an advance reservation process along the possible 
future-forwarding path before the MN arrives the NAR’s link. Again the CR is used 
to reduce the length of reservation path.  

In this paper we present detailed simulation results based on the Network Simulator 
(NS-2) [11]. Experiments were designed to achieve evaluation results in RSVP 
signaling cost and delay, required bandwidth, and data packets delay in different 
scenarios, compared with Mobile Resource reSerVation Protocol (MRSVP) [6].  

The rest of the paper is organized as follows. Section 2 discusses some wireless 
QoS techniques. Next we describe the novel QoS provisioning scheme. Simulation 
configuration and numerical results are presented in section 4 and section 5 
respectively. And Section 6 concludes the paper and presents future work.  

2   Wireless QoS Techniques 

Due to host mobility and characteristics of wireless networks, there are several 
problems in applying RSVP to mobile wireless networks. In the past several years 
many RSVP extensions were proposed to solve the problems. Talukdar et al. [6] 
proposed the MRSVP protocol in which resource reservations are pre-established in 
the neighboring ARs to reduce the timing delay for QoS re-establishment. However, 
too many advance reservations may use up network resources.  

Chaskar et al. [7] proposed a solution to perform QoS signaling during the binding 
registration process. This mechanism defines the structure of “QoS OBJECT” which 
contains the QoS requirement of MN’s packet stream. One or more QoS OBJECTs 
are carried in a new IPv6 option called “QoS OBJECT OPTION” (QoS-OP), which 
may be included in the hop-by-hop extension header of binding update and 
acknowledgement messages.  

Moon et al. [8] explained the concept of CR, which is the beginning router of the 
common path. And the common path is the overlapped part of the new path and 
previous path. Fig. 1 presents an example of the common path and the CR. Shen et al. 
[9] presented an interoperation framework for RSVP and MIPv6 based on the “Flow 
Transparency” concept, which made use of common path by determining the “Nearest 
Common Router” (just like CR). In both schemes the CR ensures that reservation will 
not be re-established in the routers along common path. Thus the QoS signaling 
overheads and delays as well as data packet delays and losses during handover can be 
significantly reduced.  

3   Proposed Architecture 

3.1   Enhancement for FMIPv6 

First let’s define some abbreviations: CN denotes “Correspondent Node”, PAR 
denotes “Previous Access Router”, and NAR denotes “New Access Router”. 
Assuming that we have determined the location of CR, data forwarding path using the 
bi-directional tunnel of FMIPv6 would be CN-CR-PAR-CR-NAR.  Obviously we can 
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Fig. 1. Common Path and Crossover Router (CR) 

shorten the path to CN-CR-NAR. Though the bi-directional tunnel is eliminated, a 
unidirectional tunnel from PAR to NAR is still included. When tunneling process 
begins, the PAR sends a TUN_BEGIN message which enables the CR to intercept the 
packets destined to the MN’s PCoA and forward them to the NAR. In the opposite 
direction, the NAR directly sends packets with the CN’s address filled in the 
destination address field. With the binding of PCoA and NCoA the CR intercepts 
these packets, sets the source address field to the MN’s PCoA and forwards them to 
the CN. A further modification to the basic FMIPv6 is the elimination of DAD 
procedure. We adopt the method of “Address Pool based Stateful NCoA 
Configuration” [10]. The NCoA pools are established at NAR or PAR. Each NCoA 
pool maintains a list of NCoAs already confirmed by the corresponding NAR. Thus 
the NCoA assigned to the MN at each handover event is already confirmed so that the 
DAD procedure can be ignored.  

3.2   Mechanisms for QoS Guarantee 

Now come to the part of QoS guarantee. As we know in FMIPv6 architecture, the 
NCoA is pre-established. Thus we can set up reservation along several possible 
future-forwarding paths (one or more NARs may be detected in FMIPv6) in advance 
when the MN still locates in the PAR’s link. Just like MRSVP, active and passive 
Path/Resv messages and reservations are defined in our proposal. The NAR, which 
makes advance reservation and maintains soft state on behalf of the MN, acts as 
remote mobile proxy. To inform the NAR of the MN’s QoS requirements, we extend 
the FBU and HI messages with QoS-OP [7] in the hop-by-hop extension header.  

Then we can initiate advance reservation along possible future path. Since there 
may be more than one NARs detected by the MN, all the possible future-forwarding 
paths must perform advance reservation. If the MN is a receiver, the CR issues the 
passive Path message to the NAR on behalf of the CN and the NAR in turn sends the 
passive Resv message to the CR. If the MN is a sender, the NAR issues the passive 
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Path message. Upon receiving Path message, the CR immediately replies with a 
passive Resv message to the NAR. By performing these operations, the passive RSVP 
messages are restricted within the truly new part of the possible future path, which 
results in decreased RSVP signaling overheads and delays.  

When the MN attaches to certain NAR’s link, the packets sent from or destined to 
it can acquire QoS guarantee without any delay. At the same time advance 
reservations in other NARs’ link must be released immediately. The modified 
FMIPv6 handover and resource reservation procedures when the MN acts as a 
receiver are depicted in Fig. 2.  

MN CRPAR NAR

RtSol Pr

PrRtAdv

Q-FBU Q-HI

HACK

FBackFBack

PATHREQ

Path

Resv

Packet Forward

FNA

Del i ver Packets

di sconnect

connect

 

Fig. 2. Handover and Reservation Procedures of a Mobile Receiver 

3.3   Determination of CR 

The mechanism to decide if a RSVP router is CR is similar to that of reference [9]. 
When MN acts as the sender, a binding of PCoA and NCoA is also included in a hop-
by-hop extension header of the passive Path message issued by NAR. A RSVP router 
compares the home address, the NCoA and the previous RSVP hop carried in the 
passive Path message against the same information stored in the Path State. If there is 
a Path state related to the home address of passive Path message, and for the same 
home address both the CoA and the previous RSVP hop have been changed, then the 
router decides it is the CR.  

If MN is a receiver, the NAR will send a PATHREQ message which has the CN’s 
address as destination address (thus the CR can intercept this message) to request 
passive Path message. The PATHREQ message, which contains MN’s home address 
and new CoA as introduced in [9], is extended to include the binding of PCoA and 
NCoA. A RSVP router decides if it is the CR by searching the home address in  
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PATHREQ against the same field in PATH state on the downlink direction. If there is 
a match of the home address in the Path State in the downlink direction, then the 
router decides it is the CR.  

3.4   Detailed Operations 

First of all, we assume that the MN moves into the boundary of the PAR so that the 
fast handover procedure launches. The procedures of proposed fast handover and 
resource reservation are as follows:  

1) The MN discovers available APs using link-layer specific mechanisms and then 
sends a Router Solicitation for Proxy (RtSolPr) message including the identifiers 
of the APs to the PAR.  

2) After the reception of the RtSolPr message, the PAR resolves the access point 
identifiers to subnet router(s) (i.e. the [AP-ID, AR-Info] tuples). Though several 
NARs may be discovered, the following description will just focus on the 
operations of certain NAR. Using the “PAR-based stateful NCoA configuration” 
proposed in [10], the PAR obtains a confirmed NCoA and responds the NCoA as 
well as the [AP-ID, AR-Info] tuple (via PrRtAdv) to MN.  

3) In response to the PrRtAdv message, the MN sends a Q-FBU message to the 
PAR before its disconnection from the PAR’s link. The Q-FBU message includes 
a QoS-OP (contains one or more QoS OBJECTs) in the hop-by-hop extension 
header. The QoS OBJECT may contain RSVP objects such as FLOW_SPEC, 
SENDER_TSPEC and FILTER_SPEC.  

4) On reception of the Q-FBU message, the PAR again includes the MN’s QoS 
requirement in the Q-HI message and sends it to the NAR. The Q-HI message 
should also contain the CN address corresponding to each QoS OBJECT, which 
will be used as the destination address of the PATHREQ message when the MN 
acts as a receiver.  

Case 1. When the MN acts as a sender,  

5a) The NAR directly issues the passive Path message. Mechanism mentioned in the 
last section is used to locate a CR. The CR does not forward the Path message 
further to the CN, but immediately replies with a passive Resv message to the 
NAR. By performing these operations, the RSVP states in the routers along the 
common path will not change. Fig. 3a describes the advance reservation process 
when the MN acts as the sender.  

Case 2. Otherwise, the MN acts as a receiver,  

5b) The NAR sends a PATHREQ message to the CN’s address. When a RSVP router 
detects that it is the CR, it then issues the passive Path message to the NAR on 
behalf of the CN because the path between the CR and the CN is the common 
path and needn’t any change. Finally the NAR will issue the passive Resv 
message towards the CR. Fig. 3b depicts the advance reservation process when 
the MN acts as the receiver.  
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6) At the same time as advance reservation process initiates, the NAR replies with a 
HACK message to the PAR, which may in turn issue the FBack message. The 
PAR may ignore sending this message because the NCoA is already confirmed.  

7) When packet tunneling launches, the PAR will send a TUN_BEGIN message 
which has the CN’s address as destination address. Upon receiving this message 
the CR begins to intercept packets destined to the PCoA and forward them to the 
NAR. Reversely, the NAR directly sends packets with the CN’s address filled in 
the destination address field. The CR intercepts these packets, sets the source 
address field to the MN’s PCoA and forwards them to the CN.  

8) As soon as the MN attaches to the NAR, it sends the FNA message to the NAR. 
As a response, the NAR forwards buffered packets to the MN.  
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Fig. 3. Procedures of Advance Resource Reservation 

 
Finally, the MN will send a binding update to HA and CN. After it completes 

binding update, the CR stops intercepting packets sent from or destined to the MN. 
The packets will be forwarded with QoS guarantee along the new RSVP path.  

4   Simulation Configuration 

In this section we compare our CR-based handover and QoS provisioning scheme 
(abbreviated as C-FMIPv6) with basic FMIPv6 using MRSVP as resource reservation 
mechanism (abbreviated as M-FMIPv6). We present a little modification to MRSVP 
to adopt it in FMIPv6. The process of advance reservation will be launched after the 
MN have received PrRtAdv message and only be performed along the possible 
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future-forwarding paths. Thus MRSVP can make use of advantages achieved from 
handover procedures of FMIPv6. We focus on the case when MN acts as a receiver.  

The simulation is based on ns-2 version 2.27 [11]. The handover code used for the 
experiments was designed on top of INRIA/Motorola MIPv6 for ns-2.27 [12]. We 
have extended it with C-FMIPv6 implementation. And we implemented procedures of 
advance reservation on the basis of “RSVP/ns for ns-2.27” [13], both for M-FMIPv6 
and our C-FMIPv6.  

Fig. 4 shows the studied network topology. Eight wireless micro-cellular based 
Local Area Networks are connected by a two-level hierarchy of intermediate routers 
to the CN. Each cell represents a different IP subnet and has a base station (acts as 
AR). As for wireless medium, ns-2 provides the 2Mbps Wireless LAN 802.11 
standard. The transmission range of the base stations is 250 meters. All these nodes 
are deployed in an area of approximately 1600×1600 square meters. The MN moves 
directly from the coverage area of cell 1 to that of cell 8 at 1s. It performs handover 
every 3 seconds. We choose such a small handover interval in order to obtain a clear 
figure of data packet delay (Fig. 8).  
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Fig. 4. Network Topology of Simulation 

When the simulation starts, the CN generates eight best-effort background flows, 
each to a randomly selected base station. These flows are exponential On/Off flows 
with an average of 1s and 0.5s for the burst time and idle time respectively. The 
packet size is 500 bytes and the peak rate is 500kbps. These flows are used for 
congestion generation with certain limited bandwidths provision. The real-time traffic 
flow is a 500kbps UDP/CBR flow with packet size of 500 bytes, from the CN to  
the MN.  
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5   Numerical Results 

Fig. 5 shows the comparison of registration cost. From the figure we can find that 
registration cost in C-FMIPv6 is mainly determined by the location of CR. The 
gateway router (GW) acts as the CR when the MN performs handover from cell 4 to 
cell 5 at 19s. QoS related messages travel the longest distance in this case. Signaling 
messages for resource reservation include Q-FBU, Q-HI, PATHREQ, Path and Resv 
messages. Let sa denote the average size of these messages. The RSVP signaling cost 
can be computed as follows.  

nCRNARNARPARPARMNaFMIPvC NdddsC ××++×=− )3( ___6  (1) 

where Nn is the number of possible NARs in FMIPv6, and dx_y is the number of hops 
between x and y.  

In M-FMIPv6, Spec, MSpec, Path, active Resv and passive Resv message are the 
signaling messages. In this paper we consider the scenario that the sender acts as the 
receiver_anchor node [6]. All messages of MRSVP except Spec message are always 
forwarded between the CN and AR, which causes larger cost than C-FMIPv6 and 
slight difference of registration cost among different handovers.  

))1(2( ___6 +×++××=− nCNNARCNPARnNARPARaFMIPvM NddNdsC  (2) 

Fig. 6 shows required bandwidth of advance reservation. Since the duration of 
advance reservations of C-FMIPv6 is much shorter than that of M-FMIPv6 as 
described in section 2, C-FMIPv6 has lower bandwidth requirement. Furthermore, the 
results of different handovers are determined by the location of CR in C-FMIPv6 and 
are similar in M-FMIPv6 because reservation is made along the whole path between 
CN and NAR.  

 

      

                       Fig. 5. RSVP Signaling Cost                      Fig. 6. Required Bandwidth 

Then we compare the RSVP signaling delay of both schemes. The “Internet” link 
between the CN and the GW (link1) is given a delay of 30ms to model an Internet 
connection. All other links are given a delay of 5ms. We introduce four scenarios to 
model non-congestion and three congestion environments. 

Scenario I. Both parts of the networks have sufficient bandwidth so that no traffic 
congestion happens. In this scenario all other links are given 10Mbps bandwidth.  
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Scenario II. The edge network has sufficient bandwidth and traffic congestion 
happens at the core network, i.e. link1. In this scenario, link1 is given 2Mbps and all 
other links 10Mbps bandwidth.  

Scenario III. The core network has sufficient bandwidth and traffic congestion 
happens at the edge network. In this scenario link1 is given 10Mbps and all other links 
1Mbps bandwidth.  

Scenario IV. Traffic congestion happens at both parts of the networks. In this 
scenario link1 is given 2Mbps and all other links 1Mbps bandwidth.  

Fig. 7 (a) shows the comparison of RSVP signaling delay without congestion in 
any link. In C-FMIPv6 passive Path and Resv messages only traverse between CR 
and AR. However, messages of M-FMIPv6 must travel from the CN to AR through 
the Internet link—link1. Thus delays of our C-FMIPv6 are relatively lower than that 
of M-FMIPv6. In Scenario II, link1 is congestion link and the place where Path 
message must traverse. The Path message delay incurred in link1 can be approximated 
as follows:  

RSVP

Path
linkpath bw

s
d =)( 1

 (3) 

where bwRSVP is the bandwidth reserved for RSVP messages to prevent them from 
getting lost in case of congestion and is set to 2000bps in our simulation.  

Fig. 7 (c) depicts the situation that congestion happens at link2 and link3. We find that 
only handover at 19s incurs large delay in C-FMIPv6 for that passive Path message is 
sent from GW to AR5 through link3. In other cases Path message will not travel the 
congestion link. However, Path message has to traverse link2 or link3 during each 
handover operation in M-FMIPv6. Thus RSVP signaling delay is significantly larger.  

 

       
     (a) Scenario I                                      (b) Scenario II 

       
     (c) Scenario III                                  (d) Scenario IV 

Fig. 7. RSVP Signaling Delay in Different Scenarios 
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Delays of M-FMIPv6 in Fig. 7 (d) are approximately twice than those in Fig. 7 (c) 
because both link1 and link2/link3 are congestion links. However, delays of C-FMIPv6 
in scenario IV are approximately equal to those in scenario III.  

Table 1 shows the percentage reduction of RSVP signaling delay obtained by our 
C-FMIPv6. From the table we find that the percentage reduction of the reservation 
signaling delay of C-FMIPv6 over M-FMIPv6 ranges from 42.7% to 79.6% when no 
congestion occurs. When congestion happens only at the Internet link, percentage 
reduction range from 90.0% to 96.4%. In Scenario III and IV, the value range from 
91.4% to 97.8% except for handover at 19s.  

Table 1. Reduction in RSVP Signaling Delay 

 
Scenario 

I 
Scenario 

II 
Scenario 

III 
Scenario 

IV 
10s 79.6% 96.4% 95.2% 97.7% 
13s 61.3% 93.2% 92.1% 95.7% 
16s 79.7% 96.4% 95.2% 97.2% 
19s 42.7% 90.0% 6.4% 48.2% 
22s 75.4% 96.4% 95.9% 97.4% 
25s 61.3% 92.5% 91.4% 95.3% 
28s 79.6% 96.4% 96.0% 97.8% 

 
Fig. 8 presents comparison result of data packet delay. According to simulation 

configuration, data packet delays without handover operations in four scenarios are 
approximately 51.6ms, 59.2ms, 66.4ms, and 74ms respectively. We notice that 
difference among four scenarios is little in C-FMIPv6 while simulation results vary in 
M-FMIPv6. In Scenario I, buffering at NAR until MN arrives causes relatively large 
delay during handover. Since NAR has to spend some time forwarding buffered 
packets, packet delay decreases gradually from the maximum delay value to 51.6ms 
in C-FMIPv6, as (b) depicts. The delay varies in each handover for different distance 
between CR and PAR/NAR. However, in M-FMIPv6 packets are forwarded along the 
path of CN-CR-PAR-CR-NAR until MN finishes binding update with CN. Thus there 
is a period of larger delay (than 51.6ms), as (a) shows.  

All the handovers except handover at 19s of C-FMIPv6 show similar sharp delay 
pulse in different scenarios. The reason is that the forwarding of buffered packets and 
QoS related messages does not travel any congestion link. As for handover at 19s, the 
gateway router acts as CR. Passive path message travels congested link3 in scenario 
III and scenario IV. Thus RSVP signaling delays are much larger, as showed in Fig.8. 
Therefore there is a period of delay fluctuation due to lack of resource reservation. 
However, delay fluctuation of M-FMIPv6 is quite different among the four scenarios. 
RSVP signaling delays of scenario II/III/IV are much larger than that of Scenario I for 
congestion. Packets cannot achieve QoS guarantee from the point the MN completes 
binding update to the point reservation is established. And scenario III experiences the 
highest peak value and the longest lasting duration of congestion for the largest delay 
of RSVP signaling.  
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(b)                                                                (b) 

Scenario I                                                    Scenario II 

    
(a)                                                                 (a) 

    
(b)                                                                (b) 

Scenario III                                                 Scenario IV 

Fig. 8. Packet Delay in Different Scenarios for (a) M-FMIPv6; (b) C-FMIPv6 

6   Conclusion 

This paper presents performance evaluation of a novel crossover router based QoS 
guarantee scheme in an enhanced FMIPv6 architecture. Simulations are performed 
in network simulator (NS-2). Results show that the novel scheme has better 
performance over the simple combination of MRSVP and FMIPv6 in RSVP 
signaling cost and delay, bandwidth requirement, and data packets delay of four 
different scenarios.  
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When and how to release passive reservations on other NARs’ link after the MN 
attaches to certain NAR’s link, should be considered. And we are trying to establish a 
testbed in which more experiments under various environments could be performed.  
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Abstract. In this paper, we propose an adaptive urgency and efficiency
based packet scheduling (A-UEPS) algorithm that is to designed to max-
imize throughput of non-real-time (NRT) traffics as long as QoS require-
ments of real-time (RT) traffics such as the packet delay and the loss
rate requirements are satisfied. In addition, the A-UEPS algorithm pro-
vides trade-off between performance objectives of RT and NRT traffics
adaptively by adjusting scheduling precedence of packets of RT and NRT
traffics in accordance with the time-varying traffic situations such as the
offered traffic load and traffic mix. Simulation study shows that A-UEPS
algorithm results in efficient and adaptive scheduling performance under
various traffic situations.

1 Introduction

Challenges on delivering quality of service (QoS) to users in packet based wireless
networks have been watched with keen interest. The packet scheduler operates
at the medium access control (MAC) layer is considered as the key component
for QoS provisioning to users as well as in maximizing utilization of the limited
radio resources. There are many existing packet scheduling algorithms designed
to support data traffics in the third generation partnership project (3GPP) and
3GPP2 wireless systems. For the 3GPP2 system, Proportional Fair (PF) [1] and
Modified-Largest weighted delay first (M-LWDF) [2] algorithms are designed
mainly to support NRT data services in CDMA-1x-EVDO (HDR) system. In the
3GPP wideband-CDMA (WCDMA) system, only NRT data traffic classes such
as the streaming, the interactive and the background traffic classes are subjects
of scheduling, and transmitted on the common channel or the shared channel [3].
On the other hand, the conversational traffic class such as voice telephony and
voice over IP (VoIP) traffic is transmitted on the dedicated channel (DCH)
without scheduling.

In general, QoS requirements of RT and NRT traffics are different each other.
RT traffics such as the voice and the video streaming traffics require a low and
bounded delay but can tolerate some information loss. Thus, it is imperative for
RT traffics to meet delay and loss requirements. In contrast, NRT data traffics
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require low information loss but less stringent delay requirements compared to
the RT traffics. In addition, since the amount of NRT data traffics to be trans-
mitted is much larger than that of RT traffic data, throughput maximization is
the main performance measure for NRT data traffic. As a result, performance ob-
jectives of RT and NRT traffics to be achieved within a scheduler are conflicting
each other.

In this paper, we propose an adaptive urgency and efficiency based packet
scheduling (A-UEPS) algorithm that is designed to achieve two conflict objec-
tives of RT and NRT traffics at the same time. The idea behind A-UEPS algo-
rithm is to maximize throughput of NRT traffics as long as QoS requirements of
RT traffics such as the packet delay and the loss rate requirements are satisfied.
A-UEPS algorithm uses two scheduling factors, the urgency of scheduling and
the efficiency of radio resource usage, to take the time-variant wireless channel
condition and QoS requirements of each traffic into account for. In this approach,
the time-utility function is used to represent the urgency of scheduling while the
channel state is used to indicate efficiency of usage of the radio resource. Then,
to make A-UEPS schedule packets of different traffic types adaptively to the
dynamically changing traffic situations, the concept of the marginal scheduling
time interval (MSTI) is introduced for RT traffics. As a result, A-UEPS algo-
rithm is designed to be capable of supporting packets of RT and NRT traffics
at the same time with giving adaptive trade-off between conflict performance
objectives of RT and NRT traffics to the time-varying traffic situations.

This paper is organized as follows. In the next section, we introduce the
OFDMA wireless system model and the structure of the UEPS algorithm. In
section 3, we discuss scheduling approaches with time constraints including ur-
gency of scheduling and the efficiency of radio resource usage. In section 4, we
proposed the A-UEPS algorithm. In section 5, we evaluate performance of the
A-UEPS algorithm via simulation study. Finally, we summarize this study.

2 System Model

We consider an OFDMA system with 20MHz of bandwidth. It is assumed that
there are 1,536 subcarriers, and all subcarriers are shared by all users in a cell in
terms of sub-channels, a subset of the subcarriers. We assume that there are 12
sub-channels and each sub-channel is a group of 128 subcarriers. It is also assumed
that all subcarriers are used for data transmission for simplification, and subcar-
riers in each sub-channel are selected by a pre-determined random pattern. The
modulation and coding scheme is determined by the prescribed adaptive modula-
tion code (AMC) table based on the instantaneous signal-interference-ratio (SIR)
of each sub-channel. A summary of system parameters is shown in Table 1.

The proposed packet scheduling system in a base station (BS) consists of
three blocks: a packet classifier (PC), a buffer management block (BMB), and
a packet scheduler (PS). The packet classifier classifies incoming packets ac-
cording to their types (or userID) and QoS profiles, and sends them to buffers
in BMB. The BMB maintains QoS statistics such as the arrival time and the
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Table 1. A summary of OFDMA system parameters

Parameters Value

Downlink channel bandwidth 20 MHz
OFDM symbol duration 100 μs
Total number of subcarriers 1536
Number of subcarriers per subchannel 128
Number of subchannels 12
frame/slit period 12 ms / 1 ms

delay deadline of each packet, the number of packets, and the head-of-line (HOL)
delay in each buffer. Finally, the PS transmits packets to users according to the
scheduling priority obtained using channel status reported by user equipments
and QoS statistics maintained in BMB.

3 Scheduling with Timing Constraints

3.1 The Urgency of Scheduling

A time-utility function (TUF) of a delay-sensitive RT traffic can be expressed
as a hard time-utility as shown in figure 1. On the other hand, TUF of an NRT
traffic is a continuously decreasing function in delay, in that utility of an NRT
traffic decreases slowly as delay increases. Among NRT traffics some has a (soft)
deadline like WWW traffics as described in the righthand side of figure 1. On
the other hand, some NRT traffics such as email and FTP traffics have much
longer deadline or no deadline.

Deadline
t = completion time

More timely Less timely

Utility

t =completion time

1

Deadline
t = completion time

meet miss

Utility

t = completion time

1

Fig. 1. Concepts of a hard and a soft deadlines and related time-utility functions

The unit change of TUF value at any time instant indicates the urgency of
scheduling of packets as time passes by. Let Ui(t) be the TUF of a HOL packet
of traffic i at time t. Then the unit change of TUF value of the packet at time
t is the absolute value of the first derivative of Ui(t), i.e., |U ′

i(t)|, at time t. A
possible packet scheduling rule is to select a packet among HOL packets based
on |U ′

i(t)|, ∀i ∈ I.
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Since the downlink between a BS and UEs is the last link to users, the end-
to-end delay can be met as long as packets are delivered to UEs within the
deadline. Hence the time interval of an RT traffic packet from its arrival time
to its deadline, [ai, Di] = [ai, ai + di], can be divided into two sub-intervals,
[ai, Di − ji) and [Di − ji, Di] (so called the marginal scheduling time interval
(MSTI)), by introducing a negative jitter from its deadline, where ai, Di, di and
0 ≤ ji < di are the arrival time, the delay deadline, the maximum allowable delay
margin of the packet of an RT traffic i, and the delay jitter respectively. Then,
packet of an RT traffic i is transmitted only during the time interval [Di−ji, Di],
and NRT packets are transmitted during the remaining time interval, [ai, Di−ji).

To schedule the RT traffic packet during MSTI, a non-zero value is assigned
to |U ′

i(t)| for this time interval and 0 for the remaining time interval. However,
since the TUF of an RT traffic is a hard and discontinuous function in delay,
the unit change of the utility, |U ′

i(t)|, can not be obtained directly at its delay
deadline. To address this problem, the TUF of an RT traffic can be relaxed
into a continuous z-shaped function which has properties similar to the original
hard discontinuous function. A z-shaped function relaxation of the TUF of an
RT traffic can be easily obtained analytically using an s-shaped function having
close relation with z-shaped function. For example, a z-shaped function can be
obtained using the s-shaped sigmoid function, fSigmoid(t, a, c) = 1/(1+e−a(t−c)),
where a and c are parameters that determine slope and location of the inflection
point of the function. Then, the relaxed z-shaped TUF function is URT (t) =
1 − fSigmoid(t, a, c) = e−a(t−c)/(1 + e−a(t−c)), and the unit change of utility of
a RT traffic at the inflection point (t = c) is |U ′

RT (t = c)| = a/4. This value is
assigned as the urgency factor of an RT traffic packet during MSTI. Figure 2
describes examples of a generic hard TUF of an RT traffic and its z-shaped
function relaxation. Then, we can obtain a non-zero |U ′

i(t)| value for MSTI from
the relaxed TUF.

Since TUFs of NRT traffics are monotonic decreasing functions in time (de-
lay), an analytic model can be easily obtained using related monotonic increasing
functions. For example, a truncated exponential function, f(ai, t, Di) = exp(ait),
can be used, where ai is an arbitrary parameter and Di ≥ t ≥ 0 is the de-

Utility

TimeDi

U1

The MSTI

Original z-shaped TUF

Relaxed z-shaped TUF

[ai, Di-ji] [Di-ji, Di]

Fig. 2. An example of z-shaped function relaxation of a TUF of an RT traffic
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lay deadline of an NRT traffic i. Then a possible TUF of an NRT traffic i
is fNRTi(t) = 1 − f(ai, t, Di) = 1 − exp(ait)/exp(Di)1, and the urgency is
|U ′

NRTi
(t)| = aiexp(ait)/exp(Di).

The urgency factor, |U ′
i(t)|, of each traffic type is used to determine schedul-

ing precedence among HOL packets, and choice of these values for each traffic
type is dependent on designer’s preference. A rule of thumb is to give RT traffics
a higher scheduling precedence over NRT traffics. In this paper, we set the ur-
gency factors of all traffic types in the order of RT voice, RT video, NRT traffics
by setting urgency factors as follow.

|U ′
RT−V oice(t)| > |U ′

RT−V ideo(t)| > |U ′
NRT−Data1(t)| > |U ′

NRT−Data2(t)| (1)

3.2 Efficiency of Radio Resource Usage

Efficiency in wireless communications is related to usage of the limited radio
resources, i.e., the limited number of radio channels or limited bandwidth. Thus
the channel state of available radio channels can be used as an efficiency indi-
cator. For example, the current channel state (Ri(t)), the average channel state
(Ri(t)) or the ratio of the current channel state to the average (Ri(t)/Ri(t)) can
be used as an efficiency indicator. In this study, a moving average of the channel
state of each user i ∈ M in past W timeslots, Ri(t) = (1−1/W )Ri+(1/W )Ri(t),
is used for the average channel state, where W is the time window used in cal-
culation of the moving average of the channel state. Note that Ri(t) used in our
paper is different from the average throughput of user i, Ti(t), in past tc timeslots
used in PF algorithm [1]. Therefore the higher the user’s instantaneous channel
quality relative to its average value, the higher the chance of a user to transmit
data with a rate near to its peak value.

4 The Adaptive Urgency and Efficiency Based Packet
Scheduling (A-UEPS) Algorithm

We propose adaptive urgency and efficiency based packet scheduling (A-UEPS)
algorithm designed to address problems stemming from three characteristics
of the packet based next generation wireless networks: 1) QoS requirements of
each traffic class, 2) the time-variant nature of wireless channel condition, and 3)
the dynamically changing traffic situation over time. A static-UEPS (S-UEPS)
algorithm with fixed lengths of MSTI for RT traffics was proposed in [6] by using
two factors, the urgency of scheduling and the efficiency of radio resource usage,
to solve problems related with the first two characteristics. However, S-UEPS
algorithm was not able to address problems caused by the time-varying traffic
situations.

Since the traffic situations such as traffic load level of each traffic class and
different traffic mix between RT and NRT traffics are varying dynamically with

1 It is normalized by the maximum time, Di, so that it can have smoother slope.
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respect to time, it is necessary for a scheduler to response adaptively to the
traffic situations. The A-UEPS algorithm adjusts lengths of MSTI of RT traffics
adaptively to time-varying traffic situation, and thus it can give adaptive trade-
off between two conflict performance objectives of RT and NRT traffics as a
result. In detail, lengths of MSTI of RT traffics are adjusted adaptively to the
changing RT traffic load to maintain QoS requirements of RT traffics such as
delay and loss requirements within allowable ranges at the expense of throughput
reduction of NRT traffics.

4.1 Update of the Length of MSTI

The A-UEPS algorithm updates lengths of MSTI of RT traffics periodically
to the changing traffic situation. Changes on RT traffic load is monitored by
observing changes on delay and loss rate. Then lengths of MSTI values are
adjusted periodically to maintain the delay and the loss rate within desired
ranges, [Mindelay, Maxdelay] and [Minloss, Maxloss], to meet QoS requirements
of RT traffics, where Mindelay ≥ 0, Minloss ≥ 0, Maxdelay and Maxloss are
lower and upper bounds of the desired ranges respectively. Lengths of MSTI
values are updated at every T ms as follow

– When the delay (or loss rate) of an RT traffic, delayRT (or lossRT ), is in-
creased above Maxdelay (or Maxloss), this means that the traffic load of the
RT traffic is increasing, and there is a high possibility of violating the delay
(or loss) requirement. Then, the length of MSTI is increased by a certain
amount, Δn.

– When delayRT (or lossRT ) is decreased below Mindelay (or Minloss), this
means that the traffic load of the RT traffic is decreasing, and the delay (or
loss) of an RT traffic can be maintained with smaller MSTI value. Then, the
length of MSTI is decreased by a certain amount, Δn.

– When delayRT (or lossRT ) is maintained between two threshold values of the
desired range, i.e., Mindelay < delayRT < Maxdelay (or Minloss < lossRT <
Maxloss), this means that the delay (or loss) requirement of an RT traffic can
be maintained within its requirement with the current MSTI value.

4.2 The A-UEPS Algorithm

The A-UEPS algorithm operates at a BS in three steps; STEP 0 for packet arrival
events, STEP 1 for scheduling priority of each user and STEP 2 for scheduling
and transmission of packets.

– In STEP 0, the arrived packet is sent to a user’s buffer by the packet
classifier based on its userID. QoS profiles of the arrived packet such as the
arrival time, the deadline, the packet type, and the packet size are maintained
in BMB.

– In STEP 1, at each scheduling instant the urgency factor of HOL packets
of each buffer, |U ′

i(t)|, is calculated for representing the urgency factor of
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user i, i.e., |U ′
i(t)|. In addition, the efficiency factor of the user i, R̄i(t) =

R̄i(t − 1)(1 − 1/W ) + Ri(t)/W , is obtained. Finally, the scheduling priority
value of the user i is pi(t) = |U ′

i(t)| ∗ (Ri(t)/R̄i(t)).
– In STEP 2, at each scheduling time instant, multiple users are selected

based on their scheduling priority value obtained as follow

i∗ = arg maxi∈I |U ′
i(t)|

Ri(t)
Ri(t)

(2)

Then, a sub-channel is allocated to each selected user i∗. The capacity of
each allocated sub-channel is determined from the AMC option. Finally, the
scheduler loads user i∗’s packets on the sub-channel as much as possible
when there is room.

5 Performance Evaluation

5.1 Simulation Model and Traffic Environments

In the simulation study, it is assumed that there are four different traffic types,
and each user generates one of four traffics. RT voice is assumed to be the
voice on IP (VoIP) that periodically generate packets of fixed size. Assuming
that silence suppression is used, voice traffic is modeled by a 2-state Markov
(ON/OFF) model. The length of the ON and OFF periods follow the exponential
distribution with mean of one second and 1.35 seconds respectively. RT video is
assumed to be the RT video steaming service that periodically generate packets
of variable sizes. We uses 3GPP streaming video traffic for this type of traffic
[7]. Characteristics of an RT video traffic are shown in table 2.

We use WWW model for NRT data service type 1 which requires wide band-
width and variable sized bursty data. The WWW model was proposed to have
a session consisting of several web pages which contains multiple packets or
datagrams. Characteristics of WWW traffic model are summarized in table 3.
Best effort such as emailing traffic is assumed to be the NRT data type 2 with
assuming that messages arrival to the mailboxes is modelled by Poisson process.

Table 2. A summary of characteristics of a real-time video traffic model

Characteristics Distribution

Inter-arrival time between frames Deterministic: 100ms
Number of packets/frame Deterministic: 8
Packet size Truncated Pareto

Mean:50, Max.:125 (bytes)
Inter-arrival time between packets Truncated Pareto

Mean:6, Max:12.5 (ms)
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Table 3. A summary of characteristics of WWW traffic model

Component Distribution

Main Object size Truncated Normal: μ:11Kbytes, σ: 25Kbytes
Min.:100 bytes, Max: 2Mbytes

Embedded Object size Truncated Normal: μ:8 Kbytes, σ:12Kbytes
Min.:50 bytes, Max: 2Mbytes

Number of embedded objects Truncated Pareto: μ: 5.64, σ: 53
Reading time Exponential: μ=30 sec.
Parsing time Exponential: μ=0.13 sec.

Table 4. A summary of simulation parameters for system model

Parameters Value

User distribution Uniform
Number of cells/layout 7/hexagonal
Beam pattern Omni-directional
Radius of a cell 1km
Velocity of a MS Uniform: 3 ∼ 100 km/second
Path loss model2 L = 128.1 + 37.6log10R
BS total Tx power 12 W

We consider a hexagonal cell structure consisting of a reference cell and
6 surrounding cells with 1 km of radius. We assume that all cells use omni-
directional antenna. UEs are uniformly distributed in a cell, and move with
velocity of uniform distribution in a random direction. The BS transmission
power is 12W which is evenly distributed to all 12 sub-channels. A summary of
simulation parameters for system model is shown in Table 4.

5.2 Performance Metrics and Traffic Environments

Performance Metrics. In this study, we evaluate performance of A-UEPS,
S-UEPS and M-LWDF algorithms in terms of several performance metrics, the
packet loss rate and the average packet delay for RT traffics, and the transmission
success probability (TSP) for NRT traffics, via simulation study. In order to
examine performance of these algorithms under time-varying traffic situations,
three different traffic load levels are generated within the same simulation run.

For NRT traffics, throughput is mainly used to evaluate performance in gen-
eral. However, since transmission of NRT traffics under time-varying traffic sit-
uations is greatly dependent on lengths of MSTI of RT voice and video traffics,
we evaluate performance of NRT traffics in terms of the transmission success
probability (TSP) instead of throughput.

For RT traffics, the average packet delay is mainly used to evaluate per-
formance. Although the RT traffic is tolerant to packet loss, it has maximum
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allowable packet loss rate. Therefore, performance of RT traffics is also evaluated
in terms of the packet loss rate. QoS requirements of the RT voice and the video
traffics [8] are

– RT Voice: delay < 40ms, loss rate < 3%
– RT Video: delay <150 ms, loss rate < 1%

QoS Parameters. To update of the MSTI of RT traffics, values of several
parameters such as the length of update (T ), threshold values of the delay
(Maxdelay and Mindelay) and loss rate (Maxdelay and Mindelay) should be de-
termined. In general, these values are determined by the designer’s preference.
We set T twice the length of the frame period, i.e., 24ms, and threshold values
for delay and loss rate as follow.

– Delay: Voice: Maxdelay=30ms, Mindelay=10ms, Video: Maxdelay=120ms,
Mindelay=60ms,

– Loss rate: Voice: Maxloss = 2.5%, Minloss = 1.0%, Video: Maxloss =
0.8%, Minloss = 0.2%,

Traffic Environments. Performance and adaptability of the A-UEPS algo-
rithm has been examined extensively under various traffic situations from the
light to the heavy traffic load situations via simulation study. In this paper, be-
cause of page limitation, we show adaptability of A-UEPS algorithm under the
worst case traffic scenario where the offered traffic load is always higher than
the scheduling capacity and varies abruptly with respect to time. In particular,
we aim to show how the A-UEPS algorithm is successful in supporting QoS re-
quirements of RT and NRT traffics with giving performance trade-off between
two conflict objectives adaptively even under the worst traffic situation.

Since the scheduler selects 12 users at each timeslot, the number of users
arrived in each timeslot is used as the offered traffic load (λ). Packets of four
different traffic types are generated evenly from different users at the same time,
but the traffic load varies with respect to time. The experiment begins with 12
arriving packets in average consisting of 3 RT voice, 3 RT video streaming, 3
WWW traffic, and 3 email packets in average. Thus, the initial offered traffic
load is λ=1.0. Then, from time 2.0 sec., the traffic load becomes λ=2.0 consisting
of 6 RT voice, 6 RT video streaming, 6 WWW traffic, and 6 email packets in
average. Finally, at time 3.0 sec. the traffic load decreases to λ=1.5 consisting
of 4 RT voice, 4 RT video streaming, 4 WWW traffic, and 4 email packets in
average.

5.3 Performance Evaluation

Performance of RT traffics. Figure 3 shows the mean delay (left) and the
packet loss rate (right) of voice traffic and the corresponding MSTI value in
A-UEPS algorithm. When λ = 1.0, MSTI value is increased from 20 to 23 to
maintain the mean delay and the packet loss rate within the desired ranges,
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Fig. 3. Mean delay and loss rate of voice traffic with A-UEPS algorithm
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Fig. 4. Mean delay and loss rate of video traffic with A-UEPS algorithm

[10, 30]ms and [1.0, 2.5]%. During time interval [2.0, 3.0] second (λ = 2.0), MSTI
value is increased rapidly and reaches its maximum value (40) at 2.4 sec. From
this time, the mean delay is still maintained lower than 40ms although it is higher
than Maxdelay =30ms. On the other hand, the packet loss rate falls below 3%.
After the traffic load is decreased to λ = 1.5 at time 3.0 sec., the mean delay
and the loss rate are still maintained lower 40ms and 3%, although they are
higher than Maxdelay =30 ms and Maxloss = 2.5%, respectively. However, the
MSTI value remains at its maximum value (40) because it is designed to decrease
by Δn only when the mean delay or the loss rate falls below the lower bound
(10ms or 1%) of the desired range. In summary, the QoS requirements of the
voice traffic such as the delay and the packet loss rate requirements are satisfied
under the worst case traffic scenario.

Figure 4 shows the mean delay (left) and the loss rate (right) of video
traffic and corresponding MSTI value in A-UEPS algorithm. When λ = 1.0,
the mean delay and the packet loss rate are maintained within desired ranges,
[60, 120]ms and [0.2, 0.8]% by increasing MSTI value. During time interval [2.0,
3.0] second(λ = 2.0), MSTI value increases continuously and reaches its
maximum value (150) at time 2.6 sec. From this time, the means delay is
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still maintained lower than the maximum value (150ms), but higher than
Maxdelay=120 ms. However, the packet loss rate stays slightly above the maxi-
mum allowable value, 1%. Therefore, the mean delay and the packet loss require-
ments of video traffics are almost satisfied during this worst case traffic situation.
From time 3.0 sec. (λ = 1.5), the packet loss rate and the delay requirements
are maintained blow 1% and 150ms respectively.

Performance of NRT traffics. Figure 5 shows TSPs of WWW (left) and
email (right) traffics with A-UEPS, S-UEPS and M-LWDF algorithms under
the same traffic situation. The TSP of WWW traffic with A-UEPS is shown
to be much higher than those with S-UEPS and M-LWDF algorithms under
all traffic loads. MSTI of voice and video traffics in A-UEPS algorithm are ad-
justed when the offered traffic load is changed, and tends to converge a value.
As a result, the TSP of WWW traffic tends to increasing in accordance with
the converging tendency of MSTI values of RT traffics. In case with S-UEPS,
since lengths of MSTI of RT traffics are fixed and the offered traffic load is
larger than 1.0, i.e., λ > 1.0, the number of urgent packets of RT voice and
video traffic waiting in their BMB tends to increase. As a result, the TSP of
WWW traffic with S-UEPS shows a decreasing tendency as time elapses under
all subperiods.

In case of email traffic, tendency of the TSP is similar to the case of WWW
traffic under all subperiods. However, since the scheduling priority of email traffic
is set to be lower than that of WWW traffic in A-UEPS and S-UEPS algorithms,
TSPs with A-UEPS and S-UEPS is lower than that with M-LWDF at the be-
ginning of each subperiods. However, as time elapses, TSP of email traffic tends
to increase with A-UEPS, but decrease with S-UEPS because of the same rea-
son for WWW traffics as explained before. Furthermore, TSP of email traffic
with A-UEPS becomes higher than that with M-LWDF in the middle of each
subperiod.

Fig. 5. Transmission success probabilities of WWW and email traffics under time-
varying traffic situation
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6 Conclusion

In this paper, we deigned an efficient wireless downlink packet scheduling al-
gorithm, A-UEPS algorithm, that is able to schedule RT and NRT traffics si-
multaneously and adaptively to the time-varying traffic situation. However, in
this paper, because of page limitation, we give limited performance evaluation
results to emphasize how good is the A-UEPS algorithm in supporting support
QoS requirements of RT and NRT traffics and in giving performance trade-off
between two conflict objectives adaptively even under the worst traffic situation.
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Abstract. According to deployment of broadband access networks like FTTH 
(Fiber-To-The-Home), many Internet Service Providers in Japan start providing 
video broadcasting services via IP multicast. As the service develops into 
higher quality and more diverse, a broadcasting system capable of handling 
high bit-rate contents will be required. However, typical implementation of 
broadcasting server may have problems because of poor packet timing control 
precision. In this paper, we present a new transmission control method for IP 
multicast that is synchronized with TCP flow control, which can be applied to 
QoS-guaranteed networks. We evaluate its validity using an experimental sys-
tem with HDTV (High Definition TV) streams. We are able to demonstrate that 
the system can simultaneously distribute eight-channel HDTV streams. 

1   Introduction 

Since the middle of 2003, Internet Service Providers (ISPs) in Japan have been pro-
viding commercial video broadcasting services via IP multicast. On these services, 
ISPs lend Set-Top-Boxes (STBs) to their customers to watch video programs with TV 
sets (not with PCs) and distribute SDTV (Standard Definition TV) streams to the 
customers through their closed Contents Delivery Network (CDN)[1].  

In order to distribute high quality video streams via IP multicast, ISPs optimize 
their service infrastructure for multicast traffic[2]. For example, ISPs: 

− construct well-provisioned CDN with QoS (Quality-of-Service) function to differ-
entiate real-time broadcasting traffic from the other best effort traffic, 

− use packet-based FEC (Forward Error Correction) to compensate for continuous 
packet loss in periods of several 10 milliseconds or less caused by unexpected con-
gestion among prioritized traffic (e.g. streaming and VoIP) or link layer protection 
mechanisms, and 

− adopt redundant network topology with no single points of failure between server 
and client sides edge routers. 
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Therefore, the CDN can be regarded as nearly lossless and bandwidth-guaranteed 
communication channel as for the video streaming traffic. 

However, even if the CDN can be treated as an almost ideal network, some prob-
lems with control of packet transmission still remain. On video streaming systems via 
IP multicast, packet transmission rates must be adjusted to the decoding rate of their 
content, otherwise the client receiving buffers might be either overrun or underrun. IP 
broadcasting systems, which are made up of only a few servers and many clients, 
must use multicast with UDP protocol. The transmission application on the server 
must therefore adjust the transmission rate. In actual operation, the transmission ap-
plication must maintain a constant precise time interval between packets and adjust 
the long-term transmission rate to the decoding rate, based on interval timer functions 
provided by the server’s operating system such as usleep() and nanosleep() (timer 
functions for short). However, as the video streaming services will handle higher bit-
rate contents, this operation may encounter the following problem.  

The problem is the accuracy of the control provided by timer functions, which is 
especially significant in the case of high bit-rate contents. For example, HDTV con-
tents broadcasted by satellite in Japan are encoded in MPEG-2 TS whose information 
rate is approximately 24Mbps. In the case of distributing the HDTV contents with 
Ethernet frames of a 1500-byte long payload, the transmission application must main-
tain a precise frame time interval of 500 microseconds. On the other hand, general 
operating systems commonly used in multi-purpose servers, such as UNIX and its 
clones, have only 10 milliseconds resolution of their timer functions in default due to 
their process scheduling algorithm[3]. In consequence, a cluster of packets is fre-
quently transmitted close together in a short period of time, that is burst transmission. 
This causes the packets to be discarded at intermediate routers and switches in the 
CDN, and the clients are affected by such packet losses, however the streaming traffic 
is QoS-guaranteed nevertheless. 

There are some solutions to address these problems, for example, implementing the 
server on real-time operating systems to improve accuracy[4] or adjusting the trans-
mission rate by supplemental protocols based on feedback from clients and its aggre-
gation on intermediate routers[5]. However, because the commercial system takes 
high precedence over initial costs to deploy the system and facility to replace failed 
components, the infrastructure is preferably constructed with commodity hardware 
and the application software are preferably implemented with basic protocols in gen-
eral OSes. 

In this paper, we present a new transmission control method for IP multicast that is 
independent of timer functions. Our method consists of long-term rate adjustment of 
multicast traffic synchronized with TCP flow control and short-term burst suppression 
by means of bandwidth limiting function built in to a commodity layer-2 switch. Us-
ing this method, practical IP broadcasting systems can be constructed easily using 
commodity hardware and application software implemented only with standard TCP 
and UDP protocols.  
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2   Proposed Transmission Control Method 

2.1   Long-Term Rate Adjustment 

Figure 1 shows an overview of our packet transmission control method. There is a 
broadcasting server communicating with many clients through a QoS-guaranteed 
CDN. All clients join in the same multicast group G and receive multicast packets 
from the server. Besides these general clients, we provide a representative client close 
to the server and which communicates with the server by TCP protocol. This TCP 
client controls its unicast data flow according to its play-out speed. Except for the 
transport protocols, there is no difference in architecture and functions between the 
TCP client and the other multicast clients. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Schematic diagram of proposed transmission control method 

The transmission application on the server repeats the following operations. 

1. Reading fixed-length data to transmit from storage. 
2. Writing data to TCP socket connected with the representative client in blocking I/O 

mode. 
3. Writing the same data to UDP socket bound to the multicast group G, immediately 

after completion of operation 2. 

    Because the packet transmission to the representative client is adjusted by TCP 
flow control, the buffer on the client is neither overrun nor underrun. So, if the trans-
mission of multicast packet is kept synchronized with TCP flow control, then we can 
adjust the long-term transmission rate of the multicast stream.  

Note that the server is not dependent on the content format because the server sim-
ply repeats the “file data read and write” operation and never uses any timer func-
tions.  

2.2   Short-Term Burst Suppression 

In view of the bandwidth requirement for multi-channel HDTV broadcasting, the 
network should possess at least 1Gbps capacity except for client access links. In other 
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words, while the server can generate short-term traffic burst whose peak rate is 
1Gbps, client access links tend to be bandwidth bottleneck where packets are dropped 
due to the burst traffic. It is therefore important to suppress burst transmission in 
broadcasting traffic. To suppress burst transmissions, we apply traffic shapers for 
each the TCP unicast and multicast traffic. At first, in order to suppress bursts in TCP 
traffic to the representative client, the shaper is configured to shape the traffic into 
approximately the same bandwidth as the content decoding rate. The shaper is also 
configured to shape the multicast traffic into an appropriate bandwidth preventing 
packet losses on the bottleneck switches. Although the transmission rate of multicast 
traffic is adjusted by the TCP traffic, the multicast traffic may still contain some 
bursts since the application controls the transmission merely through the sockets in 
user-layer and its actual timing is scheduled by protocol stacks in kernel-layer. 

2.3   Difference from Related Transmission Control Methods 

There are many researches related to congestion control of multicast communica-
tion[5][6]. However, most of the researches cover systems of various clients with 
different computational resources in non-QoS networks. Since they give high priory 
to avoid network congestion, they may involve substantial reduction of transmission 
rate, which results in quality degradation of contents in video distribution system (e.g. 
transcoding to lower resolution, decrement of frame rate).  

 On the other hand, we have a different goal from the previous researches. As a 
broadcasting infrastructure, which is required to be equivalent to the conventional one 
provided by radio and cable, ISPs demand to provide simple and practical distribution 
system composed of identical STBs and well-provisioned networks that can distribute 
Constant-Bit-Rate (CBR) contents to their customers without any quality degradation. 
In such systems, we have an interest in simple implementation of flow control to 
avoid overrunning buffers on clients. With the presented method, we can implement 
server and client software without any implementation of supplemental protocols and 
any modification of kernel-layer IP stack. Because the system does not need addi-
tional protocol implementation on network nodes and intermediate routers, the practi-
cal system can be build easily and cost-effectively using commodity devices. 

 Note that there is a similar approach that use a representative client to control 
transmission rate[6]. However, dynamic selection scheme of the representative client 
in [6] requires additional protocol implementation and may cause unexpected side 
effect, e.g. too frequent change of the representative client. Therefore, we believe our 
simpler approach using standard TCP and UDP protocols is quite effective for practi-
cal IP broadcasting systems.  

3   Configuring the Experimental System 

We implemented an experimental system to evaluate our proposed method for multi-
channel HDTV IP broadcasting. Figure 2 and Table 1 show the configuration and its 
component devices in the experimental system. The configuration consists of four 
multicast routers in which OSPF[7] for unicast and PIM-SM[8] for multicast routing 
processes are running. There is no traffic interference other than the IP broadcasting 
traffic. 
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Fig. 2. Overview of experimental system 

Table 1. Component devices in the experimental system 

Broadcasting server Xeon 2GHz x 2/Linux 2.4.18 (tick=10ms) 
Traffic reproducer Xeon 2GHz x 2/FreeBSD 5.2 (tick=100us) 
TCP and UDP clients Celeron 2.5GHz/Linux 2.4.22 
Traffic shaper Catalyst 3750/IOS 12.1(19)EA1d 
R1-R3 Catalyst 3550/IOS 12.2(25)SEA 
R4 Catalyst 4503/IOS 12.2(20)EWA 
S1 Catalyst 3750/IOS 12.1(19)EA1d 
S2 Catalyst 2940/IOS 12.1(22)EA1 

 
    In multi-channel evaluation, different multicast groups are assigned to each chan-
nel. The representative clients for each channel are also arranged. We also utilize a 
traffic reproducer[9] and a multicast client emulator as needed. The reproducer can 
generate the same traffic as that captured in advance. The emulator can simultane-
ously join in any multicast group and detect loss of packets by monitoring the se-
quence number field in the received packets. They virtually act as broadcasting serv-
ers and multicast clients and distribute multi-channel HDTV streams to stress inter-
mediate nodes in the network, in particular the shaper and the bottleneck switch. 

3.1   Implementation of Server and Clients 

Figure 3 illustrates implementation of the server and clients. The receivers consist of a 
MPEG-2 decoder that can handle HDTV streams and a client PC as the network 
adopter of the decoder. The receiving application on the clients consists of a ring-
buffer and two threads. One thread is packet receiver thread (“Rx thread” in the fig-
ure) which unpacks the PDU and stores TS packets in the ring-buffer and the other is 
TS writer thread (“Tx thread”) which retrieves the TS packets from the ring-buffer 
and sends them to the MPEG-2 output board. The MPEG-2 board driver monitors 
PCRs in TS and controls its output rate to the decoder. If packets arrive faster than the 
output rate, the TS packets are queued in the board driver’s buffer, the ring-buffer and 
then the socket buffer. When each buffer are filled up, the TS writer thread and the 
packet receiver thread are blocked, and then the transmission application on the server 
is blocked in the write() system call to the TCP socket. The buffer size of the  
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Fig. 3. Overview of implementation of server and clients 

receiving socket is configured to 8KB for TCP clients and 256KB for multicast cli-
ents. In the case of multi-channel evaluation, transmission processes corresponding to 
each channel are run simultaneously on the broadcasting server. 

3.2   HDTV Streams and Their Packetizing Format 

The Japan Broadcasting Corporation (NHK) provides a digital broadcasting service 
by satellite with High-Definition TV contents encoded as MPEG-2 TS whose infor-
mation rate is 23.91Mbps[10][11]. In this evaluation, we used MPEG-2 TS streams 
that conform to HDTV broadcasting service standards in Japan. The server applica-
tion reads the 204-bytes TS packets from storage and packs them into 1224-byte PDU 
(Protocol Data Unit), which consists of one 204-byte header including its sequence 
number and five TS packets.  

In addition, because of unexpected breaks of packet forwarding when the routers 
change their incoming port of multicast traffic, the server generates horizontal XOR-
parity packets to compensate for continuous 500 packet losses with a 20% additional 
bandwidth[12]. The total transmission rate per HDTV stream therefore becomes about 
38.75Mbps. In this evaluation, the transmission rate is fixed.  

3.3   Traffic Shaping 

In this experimental system, we realized traffic shapers with a commodity layer-2 
switch enabling bandwidth limitation of its links[13]. Our proposed method does not 
essentially require highly accurate traffic shaping, since long-term transmission rate is 
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adjusted in synchronization with TCP flow control. So that shapers implemented by 
software, such as dummynet[14], are also applicable. However, since IP broadcasting 
systems must remain in service for many days, we prefer implementing the shaper 
with inexpensive hardware components. In this evaluation, the shaper is configured to 
limit both TCP and multicast traffic of a HDTV channel to 50Mbps respectively. In 
multicast traffic on the multi-channel evaluation, the shaper are configured as shown 
in Figure 4, to separate the multi-channel streams to different switch ports by static 
assignment in the IGMP snooping table and shape each traffic by limiting the 
bandwidth at each individual port. 

Fig. 4. Schematic diagram of layer-2 switch configuration as a shaper 

4   Results and Discussions 

Using the experimental systems described in Section 3, we evaluated our multicast 
transmission control method for multi-channel HDTV IP broadcasting.  We measured 
traffic at certain points in the system denoted by roman numerals in Figure 2, using a 
traffic monitor[15] capable of capturing packets with 1 microsecond accuracy. 

4.1   Evaluating the Proposed Transmission Control Method 

We first evaluated our proposed method by distributing a single-channel HDTV 
stream in the experimental system. We simultaneously measured TCP traffic and 
multicast traffic at the point (i) that the broadcasting server transmits and multicast 
traffic through the shaper at the point (ii). Figure 5 shows the results. The vertical axis 
denotes the number of packets per millisecond (ppms).  

Figure 5(a) shows that TCP traffic reaches 4.1ppms, as the server transmits the 
1518-bytes long TCP frame to the 50Mbps link. The server was observed to stop 
transmitting packets for 100 milliseconds. Since the link capacity is slightly faster 
than the content decoding rate, the client buffer is filled up and the client advertises 
TCP ACK with Zero Window. On the other hand, Figure 5(b) shows that multicast 
traffic from the server is synchronized with the TCP traffic. The multicast traffic is 
expected to reach 5.1ppms since the server transmits the same amount of data as the 
TCP carried by UDP packets with a 1224-byte long payload. However, the traffic 
fluctuates quickly and contains some bursts which reaches a maximum of 17ppms.  
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Fig. 5(a). TCP traffic at the point (i) transmitted by broadcasting server 
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Fig. 5(b). Multicast traffic at the point (i) transmitted by broadcasting server 
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Fig. 5(c). Multicast traffic at the point (ii) through the shaper 
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This bursty traffic is smoothly shaped to less than 6ppms by the shaper as shown in 
Figure 5(c). We consequently confirmed that general UDP clients detected no packet 
loss and the receiver can continue to decode the HDTV content without problems. 

4.2   Multi-channel HDTV IP Broadcasting  

We next evaluated the validity of our system for multi-channel HDTV IP broadcasting, 
focusing switching capability of the shaper and the client-side edge switch. In this 
evaluation, the broadcasting server transmits two HDTV streams and the traffic repro-
ducer emulates six HDTV streams. The reproducer is configured to replay multicast 
traffic that was captured at the point (i) in advance. 

Figure 6(a) shows all incoming multicast traffic to client-side edge switch (S2) at 
the point (iii). The traffic does not exceed 45ppms or 440Mbps. The traffic fluctuation 
is caused by overlapping pause periods in the packet transmission shown in Figure 
5(c). This result shows that the shaper has capability enough to shape eight-channel  
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Fig. 6(a). All incoming multicast traffic to client-side edge switch at the point (iii) 
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Fig. 6(b). Incoming multicast traffic of group G0 to a UDP client at the point (iv) 
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HDTV streams. Figure 6(b) shows the multicast traffic at the point (iv) to clients 
which have joined in a group G0. Traffic is constantly maintained within 6ppms and 
no burst transmissions were observed. For all of these results, we conclude that our 
experimental system can smoothly distribute eight-channel HDTV streams to clients 
preventing burst transmissions. Finally, we continued to distribute eight-channel 
HDTV streams for many hours and confirmed that the client observed no loss of 
packet throughout for more than 48 hours.  

4.3   Comparison with the Typical Transmission Control Method 

To discuss the advantages of our proposed method, we compared it with a server 
application using a typical transmission control method. As one example of such 
typical applications, we evaluated the traffic reproducer[9]. The traffic reproducer 
controls its packet transmission by nanosleep() system call, whose accuracy is af-
fected by a tick, in other word, a clock interrupt period of OS.  

Figure 7 shows multicast traffic that the reproducer transmits with a 10 millisecond 
tick. Although the reproducer was configured to emulate single-channel multicast 
traffic shown in Figure 5(b), the application yields extremely bursty traffic which 
exceeds 60ppms at a maximum with 20 millisecond intervals. We confirmed that a 
reproducer with a 1 millisecond tick also yields a 30ppms burst. In order to suppress 
these bursts to under 20ppms as the same level as shown in Figure 5(b), we had to 
customize the reproducer with a 200 microseconds tick. 
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Fig. 7. Multicast traffic transmitted by server based on the typical method 

Compared to a typical transmission control method, a server using our method 
must transmit twice the number of packets. In other words, it must transmit both TCP 
and multicast packets for each HDTV stream. In this way, we verified the CPU load 
on our broadcasting server with that on the reproducer. Note that the reproducer 
merely replays pre-captured traffic and does not operate any XOR calculation. 
    Figure 8 shows results with a five-channel HDTV streaming load on the server. 
Our server consumes almost twice CPU resources as that of the reproducer. It is un-
derstandable that our server requires more system CPU resources  because  the  server 
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Fig. 8. Broadcasting server loads in both transmission control methods 

must process kernel-layer operations in TCP socket in addition to UDP socket. As for 
user-layer operations, it is possible to reduce the load of our server by generating 
XOR parity packets in advance or off-line. We confirmed that the server disabling the 
XOR operations reduced 3% load at the five-channel streaming. 

5   Conclusions 

This paper presents a novel multicast transmission control method applicable to prac-
tical HDTV IP broadcasting and evaluates the validity of the method. The proposed 
method is based on long-term rate adjustment synchronized with TCP flow control 
and short-term burst suppression by a commodity layer-2 switch. We also implement 
an experimental system and demonstrate that this system can handle simultaneous 
eight-channel HDTV streams. Evaluation results showed that there was no loss of 
packet due to burst transmission in multicast traffic throughout for more than 48 
hours. We believe our method is very effective as a practical means to implement 
multi-channel IP broadcasting system with high bit-rate contents. 
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Abstract. The Access Grid (AG) for collaborative environment exploits
IP multicast, which is quite a promising technology for sharing network
bandwidth. IP multicast however, faces lots of challenges such as unreli-
able data transport and immature network infrastructure. As a step to
improve reliability and stability in IP multicast, it is essential to prop-
erly monitor and debug multicast networks. In this paper we introduce
MEET (Multicast debugging toolkit with End-to-End packet Trace), an
user-oriented multicast debugging toolkit for AG. MEET provides proac-
tive ways of debugging multicast reachablility and measuring end-to-end
delivery statistics. We are sure that MEET supports multicast users with
a simple yet extensive view of end-to-end multicast reachability and de-
livery statistics.

1 Introduction

Growing demands for the support of collaborative works in cyberspace have
brought an advent of Access Grid (AG) [1] technology. AG is a kind of video
conferencing toolkit which exploits IP multicast to efficiently exchange audio
and video data on IP networks. As AG broadens the scope of application areas
even to the medical science, the demands for high quality video and audio pre-
sentations are accordingly increasing now. Multicast infrastructures however are
not so stabilized that we could hardly expect to disseminate data to a multi-
cast group seamlessly. We have been using the IP multicast for AG since in 2002
and frequently experiencing communication failures caused by the immaturity of
IP multicast infrastructure including the use of private IP, mis-configuration in
routers or host systems, multicast enability at the access network, and so forth.
At this moment, monitoring and debugging IP multicast with end-to-end per-
spective becomes important so as to stabilize multicast networks and to achieve
advanced streaming features (e.g., high density video) in AG toolkit.

Based on our experience of running AG, we make a summary of user de-
mands on what a multicast monitoring toolkit has to have as follows. First,
the toolkit has to check multicast problems, particularly occurred in the net-
work layer, and have an easy interface which describes the problems intutively.
Since multicast packets are normally traversing across inter-domain networks, it
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is very helpful for AG or NOC (Network operating center) operators to get bi-
directional monitoring information (e.g, QoS statistics and path traces). Second,
we have to expand the monitoring scopes from transport networks to all possi-
ble things which make trobules in communications (e.g., firewall). For example,
NAT (Network address translator) is one of the representative trouble-makers
which disturbs seamless transmission over the Internet. Restricted connectivity
in the network comes to a very common issue due to the proliferation of using
NAT and firewalls. Finally, a toolkit must provide easy-to-manage, easy-to-use,
and easy-to-access monitoring framework.

In this paper, we introduce MEET, Multicast debugging toolkit with End-
to-End packet Trace, which is a near real-time multicast reachability and quality
monitoring framework with a web-based graphical user interface. MEET is able
to 1) do proactive multicast diagnosis. The diagnosing features include mul-
ticast ping, uni-/bi-directional path trace, multicast enability, NAT (Network
Address Translator) detection, and end-to-end packet delivery statistics. It 2)
offers easy accessibility to multicast users. The users can trigger all measurement
events from our web-based user interface. It also provides a global view of session
reachabilities as well as the process of uni-/bi-directional path QoS probings.

The rest of this paper is organized as follows. We will first review related
works for monitoring a multicast session in Section 2. Section 3 introduces Mul-
ticast debugging toolkit with End-to-End packet Trace and explains core com-
ponents of our monitoring frameworks. We summarize the paper in Section 4.

2 Related Works

We briefly describe existing efforts to implement multicast monitoring tools.
Note that there are a number of other existing tools but we just select only a
few approaches which are the most comparable to our work.

Multicast beacon [2] consists of distributed clients and a central server.
Clients exchange RTP packet streams with session participants. A server then
acquires the delivery statistics from the clients with unicast connections and
presents a QoS matrix to a web-based user interface. The QoS matrix includes
the statistics of loss, delay, jitter, out-of-sequence, and the number of duplicated
packets. The beacon provides ease access to use (i.e., web-based interface). It
however has no facilities to check multicast problems in network layer and is
unable to detect private networks. Also, uncontrolled RTP streaming for quality
measurements can negatively impact on the network even if the sending rate
is low.

For multicast reachability, the work in [3] introduces the multicast reacha-
bility monitor (MRM), which has been implemented on some CiscoTM routers.
MRM is a protocol which provides an integrated framework for multicast moni-
toring. It consists of test senders (TS), test receivers (TR), and central manager.
The manager performs measurement tasks. It also specifies several requests such
that how to collect or report reception statistics in TR, and to schedule a stream
of packets sent by TS. Allowing central management enables MRM to mitigate
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negative impacts on the operation of the networks. Another reachablity montor-
ing framework is the multicast quality monitor (MQM [4]). MQM inherits the
working ideas of MRM but has differences in the distinctions in reachability and
quality measurements, and the sort of communications for inter-probing.

MEET also adopts main ideas from MRM and MQM. In comparison with
MQM, MEET has differences in 1) the robust ways of diagnosing multicast prob-
lems. While MQM only deals with reachablity and delivery statistics in applica-
tion layer, MEET additionally gathers diagnostic information both from network
and system level. MEET 2) distinguishes a control/data plane from a debugging
plane, and restricts the measurement domain to a pair of agents. Splitting the
control/data plane is very effective to detect isolated agents in multicast net-
works, and to collect measured results under the souce-specific multicast (SSM)
environment. We are able to prevent excessive packet injection to multicast net-
works by restricting the measurement domain. Finally, MEET 3) provides a
web-based user interface, which improves the accessability to the monitoring
framework.

3 Multicast Diagnosing Framework

MEET toolkit comprises three core components as shown in Fig. 1: a manage-
ment server, agents, and a web-based user interface.

The roles of the management server, denoted as MEET Server, are to relay
messages, to handle a local database, and to manage a monitoring session. The
server delivers command messages to each designate agent, or return messages
to each command originator (i.e., users). On receiving the return messages at
the server, the database handler logs them into the local storage, which contains
information about each agent, and end-to-end measurement results between a
pair of the agents. The server helps get agents to maintain a toolkit consistency

Agent

Link

D
B

IF

DB

C
om

m
unication

IF

Fig. 1. MEET core components
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with the other agents. Note that each client conveys its toolkit version to the
server by means of a heartbeat message. The heartbeat message is also used
to detect the agents isolated from IP multicast. Session manager periodically
injects multicast probing packets to the monitoring session. It is to make agents
check its multicast enability.

Agents perform a local debugging module based on the types in the server-
relayed commandmessages. The commandmessages include JOIN, PING, BURST,
and TRACE. Agents determine its multicast enability if they receive the JOIN
message. The server and session members are periodically disseminating the
JOIN message for the purpose. On receiving the PING mesage, the agent starts
sending multicast ping packets to the session. The agent should play roles of
both a ping generator and a pong replier. We use the BURST message to or-
der an agent to generate a large number of packets or to receive the packets
and gather the delivery statistics. An agent receiving the TRACE message runs
mtrace to a designate agent. Two agents simultaneously participate in the mea-
surement when they receive the PING or the BURST message while making
an independent measurement when they get the TRACE command. Note that
a user originates a command message and assigns a pair of agents, and that the
management server relays the messeage to the designate agents.

We split the communication domain into a control/data plane and a de-
bug plane. The control/data plane uses a unicast communication to exchange
relevant messages among the core components. In the debug plane, each agent in-
jects RTP (Real-time Transport Protocol [5]) packets or IGMP (Internet Group
Management Protocol [6]) packets to the monitoring session1. The reason why
we spilt the communication domain is to let the server easily detect the agents
isolated from IP multicast. The split also can provide a novel method to collect
session information from other agents exploiting the source specific multicast
(SSM). Note that bi-directional multicast communication is impossible in the
SSM environment.

3.1 Message Format

We designed two types of message formats : MEET unicast packet header and
multicast packet header. Each header is dependent of the underlying communi-
cation domain (i.e., control and degug plane).

A MEET unicast packet is comprised of packet header and descriptions as
shown in Fig. 2 and Table 1 each. The fixed header size is set to 16 bytes and
can attach additional 4×n (n ≤ 16) bytes of IP addresses if necessary. n is the
number of designate agents. The role of each fields in the MEET unicast packet
is as follows.

– Protocol version (V, 1 byte), extension (X, 1 bit) indicates whether the packet
contains a description message.

– Count (C, 4 bits) is the number of MEET agents which have to participate
in measurement (C = n).

1 At this stage, we do not implement RTCP (RTP Control Protocol) mechanisms.
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Fig. 2. MEET unicast common header format

– Mode (M, 1 bit) presents a type of a relay message. If it is set to 1, the
direction of command message is orignated from a user to MEET agents.
Otherwise, the direction goes toward a requestor from a MEET agent. The
mananagement server reads this bit to determine the command type of a
packet to be relayed.

– Type I (1 byte) contains a type of primary commands such as RELAY, OR-
DER, and RETURN. The type II (1 byte) includes a sort of secondary
command such as JOIN, PING, BURST, TRACE, and so forth 2.

– IP address of the packet originator (4 bytes). The server must not be a packet
originator even though it modifies relay packets.

– IP address of MEET agent. It plays important roles in two folds. First,
it confines a measurement domain to the limited number of agents listed
in the field. It is of help to prevent feedback implosion, which puts heavy
burdens on an active sender in case of performing multicast ping. Second, a
heartbeat message issued by an agent exploits this field to report a bundle
of IP addresses proved to have multicast reachability from the agent.

– For NAT detection, we currently use unicast <address of an originator, port
num. of the originator> information.

For an instance, if the management server receives a MEET unicast packet
with the <RELAY, PING> and M = 1, it alters the <type I, type II> to
<ORDER, PING>. Based on the type, the server adaptively allocates the sub-
sequent bytes (i.e., ‘IP addresses of MEET agent’) and forwards the packet to
designate agents. Note that the management server never changes the ‘IP address
of the packet originator’ if the type I is set to RELAY mode.

If the extension bit (X) is set to 1, a MEET unicast packet has a description
message like Table 1. The description message can be structured into three parts:
agent, timing, and result description. Detail explanations are as follows.

– Agent version (‘v=’), ownership (‘o=’), whether the agent uses private IP
or not (‘p=’) and its multicast enability status (‘e=’).

– Timing description (‘t=’) specifies the time at the meaurement is performed.
– Result description (‘r=’) contains the address of a peer agent, if necessary,

and a set of results.
2 We intentionally leave out explaining the types since the implementation is going on

progress.
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Table 1. Description message

v=0
o=meet@localhost
p=true/false
e=true/false
t=2873493469
r=<peer, results> (or r=results)

We also design another header format to compensate for the shortcomings of
RTP packets, wich do not provide any tight facilities to calculate a round trip
time. Fig. 3 shows the MEET multicast header format. Note that the MEET
multicast header is encapulated in a IP/UDP/RTP packet (i.e., each agent ob-
tains packet delivery statistics by analyzing RTP packets and MEET multicast
header). The fixed MEET multicast header size is 16 bytes.
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Fig. 3. MEET multicast common header format

The MEET multicast header is used to measure the round trip time from
multicast ping and to get the other QoS parameters such as loss, delay jitter,
and so forth. MEET Agents exclusively make use of the MEET multicast packet
header. The count (C, 4 bits) field presents the number of multicast packet
repliers. Note that the maximum number of measurement participants is fixed to
two agents at this stage, so it is of no use to attach additional bytes to the MEET
multicast header. The timestamp (8 bytes) records the time at the packet is
injected to the monitoring session. The 8-byte timestamp accommodates micro-
seconds. The elapsed time (4 bytes) is the amount of time between the arrival
of a ping packet, and the departure of a pong packet at a agent.

3.2 Multicast Enability and IP Analysis

Knowing what if the multicast is enabled at the access network is the very
first step to diagnose multicast problems. To check the multicat enability, all
MEET agents keep listening to packet arrivals from the monitoring session.
The management server transmits a probing packet (i.e., JOIN message) to the
session once in every 5 seconds. All MEET agents also asynchronously inject
the probing packets to the session with 30 second interval. Consideration on the
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packet spacing should be carefully taken not to make the prune message interval
expired by the routers and the agent removed from the multicast tree. Each
agent keeps track of whether it receives the probing packets, and from where
they are initiated. The ingatherings are reported to the management server via
a heartbeat message.

Fig. 4. Check multicast enability at MEET agents

MEET agents and the management server exchange heartbeat messages to
1) monitor agent faults, and maintain toolkit consistency between the agents
and the server, and to 2) check what if the agent is behind a private network.
To achieve 1), each MEET agent unicasts heartbeat messages to the server.
The heartbeat packet includes toolkit version, an apparent IP address of the
agent, and what if the client is using a private IP and whether the agent can
receive multicast packets (i.e., multicast enability). If the server does not get any
heartbeat messages from an agent within predefined time interval, it considers
the agent went down due to internal faults. The server then removes the faulty
agent from its state table keeping tracks of active agents in the session. For 2), a
MEET agent first checks its apparent IP address whether it uses a private IP, and
record the IP to a MEET unicast packet. Whenever receives a heartbeat mes-
sage, the management server compares the apparent IP address/port reported
by the agent and the IP address/port observed at the server. If the server de-
tects a difference between the the two, it then assumes that the agent is behind
a network address translator (NAT). You need to make sure that using a NAT
can disturb the seamless communications in regard to providing multimedia over
IP services.

3.3 QoS Measurement

We first define the QoS parameters for AG, a real-time audio/video conferenc-
ing toolkit. Basically, real-time applications are strongly impacted by end-to-
end delay and packet loss. Since MEET agents do not use globally synchronized
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timestamp, it is implausible to directly use the end-to-end delay measured but
for calculating jitters. Delay jitter is another factor degrading perceptual quality
in real-time multimedia applications even though we can adaptively compensate
for it. Additionally, out-of-ordered packet arrivals, and packet duplications also
deteriorate the media quality. To measure such QoS parameters in a multicast
session, we select RTP for transport protocol. A RTP packet encapsulates the
MEET multicast common header, which informs agents about a packet origi-
nator, a replier, and so forth. RTP header offers information about timestamps
and the sequence number of the packet.

Fig. 5. QoS measurement with burst test

Fig. 5 illustrates how MEET agents measure the QoS parameters in a multi-
cast session. First, (1) a user designates two MEET agents to have them partici-
pate in the measurement. On receiving a (2) server-relayed BURST message, the
designate agents (3) start transmitting RTP packets to the monitoring session.
The two agents assigned to a sender and a replier concurrently join the QoS
measurement while the others in the session are just listening to the session. We
set the multicast packet size to 64 bytes including IP and UDP header, and inter-
packet spacing at the sender is fixed to 10 ms. The measurement is lasting for 30
seconds, unless otherwise mentioned. The gathered result is (5) fed back to the
originator of the command message after (4) being logged into a local database
in the server. Note that there is no direct connections between a web-based user
interface and MEET agents.

3.4 Reachability Measurement

In order to check multicast reachablility, we make use of multicast ping and
mtrace. To get the results from multicast ping, we follow the same steps as
in the QoS measurement except that the agents receiving ping packets are the
only agents which have to response to the multicast ping. Since multicast ping
packets are transmitted to all session participants, restricting the number of
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repliers can mitigate packet floodings with pong in the multicast session. The
following pseudocode shows the multicast ping-pong mechanism.

Require: valid message
1: if COMMAND == PING then
2: get current time, Tc

3: if host address == packet replier then
4: ...
5: get elapsed time, Te since it received a PING
6: make a PONG packet
7: send the PONG to the multicast group
8: else if host address == packet originator then
9: ...

10: get sending time from the PONG packet, Ts

11: get elapsed time from the PONG packet, Te

12: return Tc-Ts-Te

13: end if
14: end if

All are undertaken based on header information in a MEET multicast packet.
If an agent gets a valid multicast packet, it first checks whether the agent itself
becomes a packet originator or a replier. In case of picking it up as an originator,
the agent keeps the record of round-trip time. The round trip time is calculated as
Tc-Ts-Te. Otherwise, the replier fills out the Te field and injects a corresponding
pong packet to the multicast session. The interpacket spacing at the sender is
fixed to 250 ms.

The mtrace provides a robust way to debugging multicast reachability. It is
widely used in the time of the occurrence of multicast failures since the tool is
very handy to diagnose multicast problems. We can obtain full information about
a reverse routing path and a per-hop loss rate from a source to a receiver as we
throw a mtrace query. On receiving the TRACE command from the management

Fig. 6. Reachability measurement with mtrace
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server, a pair of designate agents simultaneously traces the reverse routing path.
Note that each MEET agent has the capability of tracing multicast reachability
from itself to an unknown host (i.e., the host which is not a member of MEET
agents). The mtrace is used to not only check multicast reachability but also go
through problems occurred in the network layer.

3.5 Features

We have been implementing the framework using JAVA language. Currently,
MEET supports platforms such as WindowsTM 2000/NT/XP and Linux.

Fig. 7 shows the web-based user interface of our framework. The interface
fetches multicast session information (i.e., group address, group port, server ad-
dress, and server port) and the list of all active agents from the management
server. An agent information includes its IP address, ownership, whether it is
behind in the private network, and its multicast enability status. We use different
color codes based on the measurement results to increase user perception (e.g., if
multicast is enabled, the corresponding cell to the agent, enable, is colorized to
green). A user selects an agent or a pair of agents (i.e., target) at the interface.
They are the only agents that have to participate in an active measurement and
the others should play a role of passive listeners.

Our framework provides four types of active measurements including multi-
cast ping (ping test), burst test, mtrace between a pair of agents (trace to
agents), and mtrace to an end host (trace to unknown). We need the address
of the end host (destination) and a multicast group address (group) to trace a
reverse routing path from an agent to the end host. The user interface offers a
facility to set the <destination, group> to perform trace to unknown.

Fig. 7. MEET web-based user interface
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Fig. 8. Result view

Table 2. Sort of tests and QoS parameters

Test QoS parameters command

Heartbeat private network HEART
Enability multicast enability JOIN
Ping round trip time PING
Burst latency, loss, jitter, BURST

out-of-order, duplication
Trace reverse path, loss TRACE

Fig. 8 shows themeasurement results of the burst test. The result view reports
packetdelivery statistics between thedesignate agents.AllmeasurableQoSparam-
eters with our framework are listed in the Table 2. At this stage, MEET performs 5
sorts of measurements and retrieves more than 10 QoS parameters from the tests.

4 Conclusions and Future Works

In this paper we introduced an end-to-end multicast diagnosing toolkit, MEET,
which debugsmulticast networks aswell as the address spaces of the agents.MEET
allowsAccessGrid users to easily access the toolkit and efficiently assess the end-to-
end delivery statistics by adopting proactive ways of bi-directional measurement.
We are sure that MEET contributes to the stabilization of multicast network and
the prevalence of the AG even though the implementation is now in progress.

Considering on the toolkit management, 1) the server has to have a job
scheduling mechanism to alleviate system loads in itself and agents. And, 2)
the toolkit needs more fine-tuing about the internally fixed values to loosen the
traffic loads in a multicast session.
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Abstract. The Internet Engineering Task Force (IETF) has proposed
the Diff-Serv model with firm delay and bandwidth guarantees. In the
Diff-Serv model, it is essential that the traffic management algorithm be
carefully designed to guarantee the QoS requirements of real-time appli-
cations such as video services. In this paper, we propose a new traffic
management scheme for the video service over the Diff-Serv network. In
the proposed scheme, when a new video flow is requested, the bandwidth
broker decides if the Diff-Serv network can provide the video flow with
its negotiated QoS without violating the QoS guarantees of existing flows
in the network by calculating the loss probability of the aggregate video
traffic. Experimental results show that the proposed method can deter-
mine the number of acceptable flows more precisely and efficiently than
other existing methods.

1 Introduction

Current IP network elements treat all traffic equally without any mechanism for
providing priority to the packets carrying delay-sensitive real-time video. How-
ever, within the next few years, an exponential growth of real-time applications
such as video and multimedia over the Internet is expected. The IETF proposed
the IntServe framework to provide QoS guarantee to real-time applications. Nev-
ertheless, to date, the deployment of the IntServ has been limited for its lack
of scalability. In order to address the problems of IntServ, the IETF decided to
look for a more scalable alternative and developed the Diff-Serv architecture. In
the Diff-Serv model, individual flows map their QoS requirements to a specific
service class at the edge router. Thus, different flows choosing the same service
class are aggregated at the edge router and forwarded according to the assigned
differentiated service code point (DSCP) at the core router. That is, the Diff-Serv
handles traffic aggregates instead of individual flows [1, 2].

In Diff-Serv model, traffic management is a key component for QoS guar-
antee because it determines the extent to which network resources are utilized.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 453–464, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Namely, traffic management is used as a protection against oversubscription of
the available resources. In this paper, we propose a new traffic management
scheme with admission control for real-time MPEG video service over the Diff-
Serv where QoS guarantees are only provided at the aggregate level. Admission
control usually employs comparison between the QoS requirements and the re-
sources available and then decides to accept or reject the service request [1]. In
the proposed scheme, when a new real-time video service is requested, a band-
width broker decides if network resources can provide the new request with its
QoS requirements without violating the QoS guarantees of existing flows.

The rest of this paper is organized as follows. Sect. 2 describes the Diff-
Serv architecture in brief and introduces related works. The proposed traffic
management scheme is presented in Sect. 3. Sect. 4 presents and discusses the
experimental results. Finally, our conclusions are given in Sect. 5.

2 Background and Related Work

In this section, we introduce the Diff-Serv model architecture and summarize
some related works upon the traffic management scheme with admission control.

2.1 Diff-Serv Architecture

The Diff-Serv working group has put forth a number of specifications outlining the
general architecture of the Diff-Serv approach. Fig. 1 illustrates a typical architec-
ture of the Diff-Serv network which consists of multiple Diff-Serv domains (DS’s)
that can be viewed as autonomous systems [1]. Within the DS, a bandwidth broker
(BB) must be in charge of controlling network resources. When a new flow requests
the Diff-Serv service, the BB must sequentially perform the following steps: 1) it
determines the path of the flow through the domains; 2) it computes the end-to-end
QoS parameters and check if they are compliant with the request QoS; 3) it admits
the flow only if the computed results meet the request QoS in all DS’s. The BB’s
communicate with each other in order to establish end-to-end services and main-
tain the necessary state information. The BB can use RSVP with the POLICY-
DATA object for signaling and admission control with end-users.

BB BB BB

DS1 DS2 DS3

Source Destination

Admission
request Response SLA SLA

Router
configuration

Fig. 1. Diff-Serv model architecture
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2.2 Traffic Management for Video Service in Diff-Serv

The current Diff-Serv model simply provides a coarse end-to-end QoS granu-
larity, which may result in low resource utilization. Thus, various researches on
how to accommodate various types of traffic with fine end-to-end QoS granu-
larity while maintaining current Diff-Serv scalability are in progress [2]. Under
the fine QoS granularity environment, a specific service class can be assigned to
video streams with similar QoS parameters. That is, similar video streams are
multiplexed in the same buffer at the edge router.

The important QoS parameters of real-time video services are delay and jitter
constraints and low packet loss. In Diff-Serv model, when multiple video flows
are multiplexed, delay and jitter constraints can be determined according to the
method proposed in the RFC 3246. Given a known error value of Ep, a delay
bound is given by

D = B/R + Ep (1)

where R is the configured service rate on the output interface. The total offered
load entering the buffer from all interfaces and destined for a single outgoing
interface is bounded by a token bucket of rate r <= R and burstsize B. That
is, given delay and jitter bounds, the token bucket parameters can be deter-
mined by (1). Then, using the token bucket parameters, the BB determines to
accept or reject the new flow by computing the loss probability of the aggregate
traffic [1, 3].

3 Proposed Traffic Management Scheme

In this section, we describe how the BB calculates the loss probability of the
aggregate video traffic to determine if it admits a new real-time video service
request or not.

3.1 Traffic Model for Multiplexed MPEG Videos

In the MPEG video, three frame types (I-, P-, and B-frames) appear periodically
according to the GOP structure. The GOP structure is specified by two param-
eters (N̄ , M̄), where N̄ is the distance between two successive I-frames and M̄
is the distance between I- and subsequent P-frames or two successive P-frames.
To model the subsequence of each frame type, we use the arrival rate histogram
model [4], where the arrival rate is the number of bytes generated for one frame
divided by the frame duration which is a reciprocal of the frame rate. Since the
MPEG video is a sequence of three frame types, it is modeled by a sequence
of arrival rate histograms of three frame types according to its GOP structure.
Fig. 2 shows a single source model which is a sequence with the three arrival
rate histograms, where λk is the arrival rate of the kth histogram bin of the I-,
P-, or B-frame type.
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Fig. 2. Single MPEG source model composed of three arrival rate histograms of I-, P-,
and B-frames and the GOP structure
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Fig. 3. Multiplexed traffic with heterogeneous p MPEG video sources

The traffic model of the multiplexed MPEG videos is obtained from the
individual MPEG video source models as follows: Fig. 3 shows an example where
heterogeneous p MPEG video sources are multiplexed. It is obvious that the
multiplexed traffic of the periodic sources is also periodic. The period of the
multiplexed traffic is L = LCM(L1, L2, · · · , Lp), where LCM represents the
least common multiple and Lk denotes the period of the GOP of the kth source.
The number of histograms of the multiplexed traffic depends on the arrangement
of the I-frames and the GOP structures of individual sources. Let tk,m be the
starting time of the mth frame of the kth source.

The nth phase is defined as the nth interval when the tk,m’s are arranged
in time within L. If the number of phases is M , the multiplexed traffic can
be modeled by M different arrival rate histograms. Let the random variables
Xk,m and Xn represent the arrival rate of the kth source for [tk,m, tk,m+1)
and the arrival rate of the multiplexed traffic for [tn, tn+1), respectively, where
tn is the starting time of the nth phase. Since the arrival rate of the mul-
tiplexed traffic is the sum of the arrival rates of individual sources, Xn is
given by

Xn =
∑

{(k,m)|tk,m≤tn,tk,m+1≥tn+1}
Xk,m. (2)
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Therefore, the histogram of Xn can be directly calculated by convolving the
histograms of Xk,m’s.

3.2 Loss Calculation

Given a token bucket of rate r <= R and burst size K, the loss probability of the
token bucket can be determined by calculating the loss probability of the queue
with service rate R and buffer size K [5]. It is also well-known that there are
typically two main regions, the uncorrelated region and the correlated region in
which increasing the buffer size reduces the loss [4, 6]. In the uncorrelated region
where the buffer size is small, the loss depends only on the first order statistics
of the MEPG frame sequence. However, in the correlated region where the buffer
size is large, correlations of GOP’s play their role and affect the loss.

Our method of adopting different approximation for the two regions consists
of three steps: In the first step, the loss in the uncorrelated region is calculated
using the proposed arrival rate histogram model. In the second step, the loss in
the burst region is obtained using the Markov Modulated Fluid (MMF) model [6]
for GOP-layer traffic. In the third step, the loss is finally determined using results
of the first and second steps.

Step 1: Determining the loss in the uncorrelated region. In order to
determine the loss in the uncorrelated region, we use the arrival rate histogram
model proposed in Section 3.1 which accurately describes the periodic pattern
and the first order statistics of the multiplexed MPEG video traffic. For each
frame, states of the queueing system employed are defined in terms of the quan-
tities (bn, sn), where bn and sn, respectively, are the histogram bin number and
the phase number at the nth frame. Note that the stochastic process {bn, sn} is
a Markov chain with state space {(i, j) : 1 ≤ i ≤ B, 0 ≤ j ≤ M −1}, where (i, j)
represents that the arrival rate is the ith histogram bin of Xj. The probability
that the Markov chain {bn, sn} moves from state (i, j) to state (i′, j′) is defined
as p(i, j, i′, j′), and is determined by,

p(i, j, i′, j′) =
{

pj+1
i,i′ , if j′ = j + 1

0, otherwise

where pj
i,i′ is the conditional probability which is determined by

pj
i,i′ = Pr(Xj = λi′,j |Xj−1 = λi,j−1) (3)

=
Pr(Xj−1 = λi,j−1, Xj = λi′,j)

Pr(Xj−1 = λi,j−1)
.

When the probability p(i, j, i′, j′) is mapped into 2-dimensional space through
the mapping,

l = i + Bj and l′ = i′ + Bj′,
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the resulting transition matrix, P , which is of order MB with elements p(l, l′),
takes the form

P =

⎡⎢⎢⎢⎢⎢⎣
0 P1 0 0 · · · 0
0 0 P2 0 · · · 0
...

...
...

...
. . .

...
0 0 0 0 · · · PM−1
P0 0 0 0 · · · 0

⎤⎥⎥⎥⎥⎥⎦ , (4)

where Pj is the submatrix whose i, i′th element is pj
i,i′ .

In addition, the bit rate matrix that identifies the bit rate at state (i, j) is
defined by Λ, so the overall transition behavior of the multiplexed MPEG video
sequence can be fully described by the set of matrices {P, Λ}.

Λ = diag(λ′
1,0, λ

′
2,0, · · · , λ′

B−1,M−1, λ
′
B,M−1) (5)

with

λ′
i,j = (tj+1 − tj)τλi,j

where τ is the phase rate (phases/sec) of the multiplexed MPEG video sources.
The state transition matrix (4) is a discrete time Markov chain that deter-

mines the next transition at every phase time. In order to more easily solve
queueing problems, we approximate the system with a continuous time chain.

Q = τ(P − I). (6)

where I is the identity matrix of size {MB × MB}. Let K(t) be the virtual
fluid content of the buffer; let B(t) be the histogram bin number; let S(t) be
the phase number at time t. Let F j

i (t, x), t ≥ 0, x ≥ 0, be the probability that
at given time t, the histogram bin number is i, the phase number is j, and the
buffer content does not exceed x as

F j
i (t, x) = Pr{K(t) ≤ x, B(t) = i, S(t) = j} (7)
(i ∈ {1, 2, · · · , B}, j ∈ {0, 1, · · · , M − 1}).

The forward transition equation from time t to t + Δt is written as

F j
i (t + Δt, x) − F j

i {t, x − (λi,j − R)Δt} (8)

=
M−1∑

k=0,k �=j

B∑
l=1

qk,j
l,i F k

l (t, x)Δt + qj,j
i,i ΔtF j

i (t, x),

where qj,k
i,l is the i,lth element of Qj,k and R is the output service rate. In the

steady state, it is

(λi,j − R)
∂

∂x
F j

i (t, x) =
M−1∑
k=0

B∑
l=1

qk,j
l,i F k

l (t, x). (9)
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Let us define the F (x) and D matrices as

F (x) = [F 0
1 (x), F 0

2 (x), F 0
3 , · · · , FM−1

B−1 , FM−1
B ] (10)

and D = Λ − RI. (11)

Then, (9) becomes a unified form

∂

∂x
F (x)D = F (x)Q. (12)

It is also well-known by [7] that the solution (12) is given by

F (x) =
∑

{k|Re(zk)<0)}
akφkezkx (13)

where {zk, φk} are respectively the eigenvalue and eigenvector pair of the eigen-
value problem given by zkφkD = φkQ.

In (13), {ak} can be calculated by the following boundary condition.

F j
i (0) = 0 =

∑
k

akφk if λi,j > R (14)

Finally, for a given buffer size K, the probability of buffer overflow is given
by

PD(K) = Pr(k > K) = 1− < F (K), 1 > (15)

where the symbol < ·, · > denotes the inner product of the vectors.

Step 2: Determining the loss in the correlated region. As the buffer size
increased, the burstiness by the I-frame is absorbed and the loss is mainly caused
by the successive GOP’s whose sizes exceed the multiplication of the output
service rate by the GOP duration. Thus, the loss in the correlated region can be
determined by the GOP-layer traffic model [8]. In the VBR MPEG video, the
statistical characteristics of a GOP sequence are similar to those of non-MPEG-
type VBR video traffic. In this step, we use MMF model [9] for the GOP-layer

1 2 J3

km 2,1
km 3,2

km 4,3
k

JJm ,1−

km 1,2
km 2,3

km 3,4
k

JJm 1, −

k
1̂λ k

2̂λ k
3̂λ k

bλ̂

Fig. 4. A Markov Modulated Fluid (MMF) model having J states for the kth MPEG
GOP sequence
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MPEG traffic, as shown in Fig. 4 where λ̂k
i and mk

i,j are , respectively, the arrival
rate of the ith state and the transition rate from state i to state j of the kth
source. In the MMF model, traffic parameters, λ̂k

i , mk
i,j , and the number of

states, J , can be easily determined by the values of the mean, the variance, and
the correlation coefficient of the kth source (See [5]).

The loss probability of the MMF model as a function of the buffer size K is
of the form of a negative exponential as

PC(K) = PC(0)eδK (16)

where PC(0) is the loss probability when the buffer size is zero [5, 6]. To obtain
PC(0), we determine the arrival rate of the aggregated source {λ̂i, pi} which
can be directly calculated by convolving the arrival rate of each source {λ̂k

i , pk
i }.

Here, λ̂i is the arrival rate of the ith state of the aggregate source, and pi and
pk

i are, respectively, the stationary probability of state i of the aggregate source
and of the kth source. Then, the loss probability with no buffer is given by

PC(0) =
1

E(λ̂i)

∑
i:λ̂i>R

λ̂ipi(1 − R

λ̂i

) (17)

Next, we determine the slope of the loss probability, δ, in (16). Suppose that
there are p sources characterized by (Mk, λk) where Mk = [mk

i,j ] and λk is the
vector whose ith element is λ̂k

i . Let Λk = diag(λk). It can then be shown that δ
can be found by solving for the root of the equation,

g1(δ) + g2(δ) + · · · + gp(δ) = R (18)

where gk(δ), the eigenvalue with the greatest real part, is found by solving the
inverse eigenvalue problem [6]

gk(δ)φk(δ) = φk(δ)(Λk − Mk/δ). (19)

We can solve for (18) by using standard iterative root-finding techniques (such
as the Newton’s method), which have been found to work very efficiently [6].

Step 3: Determining the loss. Next, we determine the overall loss using the
results of the previous steps. PU (K) accurately estimates the loss in the small
buffer region but underestimates the loss in the large buffer region. However,
PC(K) is accurate in the large buffer region but underestimates the loss in the
small buffer region. Therefore, the overall loss probability PL is given by

PL(K) = max{PU (K), PC(K)} (20)

For a given loss requirement, the acceptance criterion is as follows: That is,
if PL(K) is smaller than the loss requirement, the BB accepts the new video
service request, otherwise, the BB rejects the new request.
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4 Experimental Results

For experiments, we use the MPEG coded video sequences obtained from [10].
Table 1 shows main statistics of the used sequences. The GOP parameters
(N̄ , M̄) of all the video sequences are (12,3) and the picture rates are 25 frames/s.

For the analysis of the proposed method, each MPEG video source is modeled
by the three arrival rate histograms for I-, P-, and B-frames. In the arrival
rate histogram model, the number of bins of the arrival rate histogram affects
the performance accuracy as well as the computational complexity. Through
extensive simulations, we have found that eight bins are sufficient to model each
picture type of MPEG video. Further increasing the number of bins does not
result in a significant change in the I-frame arrangement. For the multiplexed
traffic, we have also found that 20 bins are sufficient to model each phase.

When several MPEG videos are multiplexed, the arrangement of I-pictures
may significantly affect the loss probability of the multiplexed traffic [11]. To
investigate the relationship between the I-frame arrangement and the loss, q
sources out of p sources are arranged to have the same I-frame starting time,
and p − q sources are evenly distributed over the period L. Fig. 5 shows the
loss characteristics with ρ = 0.7 and ρ = 0.9. It is seen that the loss probability
with q = 3 is greater than that with q = 1, as expected. Note that for the low
traffic intensity (ρ = 0.7), the loss probability rapidly decreases as the buffer size
increases. In this case, the I-frame arrangement plays an important role in the
loss characteristics. On the other hand, for the high traffic intensity (ρ = 0.9),
as the buffer size increases, the loss characteristics become more independent
of the I-frame arrangement since the variability by the I-frame arrangement is
absorbed by the large buffer. It is also seen that the results of the proposed loss
calculation method are very similar to simulation results.

Next, we present the number of acceptable sources that can be accommo-
dated into the network by admission control using the Star Wars sequence.
The constraint on each flow is a maximum loss probability of 10−4 and the
buffer size of 5K bytes. We compare the proposed admission control method
with the admission control methods using the PD-EB model [11] and PD-PCR
model [12]. In the PD-EB model and the PD-PCR model, each frame type is
modeled by the effective bandwidth (EB) and the peak cell rate (PCR), respec-
tively. Although the PD-EB and the PD-PCR can represent the arrangement of

Table 1. Main statistics of sequences used in experiments

Frames GOPs
Sequence Mean Peak/ Mean Peak/

[bytes] Mean [bytes] Mean
Starwars 1237 13.18 14844 3.96

Dino 1728 9.03 20728 3.96
Asterix 2933 6.54 35212 4.00

Atp 2875 8.66 34496 2.98
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Fig. 5. Periodic peak position effect when 12 sources are multiplexed: (a) ρ = 0.7 and
(b) ρ = 0.9

the I-frame starting times of the multiplexed MPEG videos, it cannot reflect the
statistical multiplexing gain since the EB and PCR of the multiplexed traffic
are simply identical to the sum of the EB’s and PCR’s of individual sources,
respectively. Fig. 6 shows the number of acceptable sources as a function of the
output service rate. It is seen that the results of the proposed admission control
is very similar to the simulation results, while the results of the other admission
control methods (PD-EB and PD-PCR) are somewhat different from those of
the computer simulation.

5 Conclusion

In this paper, we have proposed a new traffic management scheme with admission
control which can be effectively used for real-time MPEG video service over the
Diff-Serv. For traffic management, we have proposed the traffic model for the
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Fig. 6. Number of acceptable MPEG videos for different admission control methods
with the buffer size of 5K bytes and the desired loss probability of 10−4

multiplexed MPEG videos. Using the proposed traffic model, the loss probability
was determined to decide if Diff-Serv network can provide the new flow with its
request QoS.

Experimental results showed that the proposed method accurately deter-
mines the loss probability of the multiplexed traffic. Moreover, it was shown
that the number of acceptable sources that can be accommodated into the Diff-
Serv network can be precisely estimated by the proposed scheme.
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Abstract. With the exploding volume of traffic and expanding Quality
of Service (QoS) requirements from emerging multimedia applications,
many research efforts have been carried out to establish multi-class net-
work service model in next-generation Internet. To successfully support
multiple classes of service, network resources must be managed effec-
tively to ensure end-to-end QoS while simultaneously sustaining stable
network QoS. First, we present a scalable and adaptive QoS mapping
control (SAQM) framework over the differentiated services network fo-
cusing reactive edge-to-edge QoS control in class-based. Secondly, under
SAQM framework, end-to-end QoS control for per-flow service guaran-
tee is proposed through incorporating relative priority index (RPI)-based
video streaming and a special access node called media gateway (MG) at
network edge. The SAQM framework is composed of the functionalities
of proactive and reactive QoS mapping controls to provide reliable and
consistent service guarantee. In our framework, edge-to-edge active mon-
itoring is utilized to obtain measures reflecting each class performance
and then measurement-based reactive mapping control for relative net-
work QoS provisioning is performed at MG located in the ingress edges.
Simulation results demonstrate the feasibility of an edge-based QoS con-
trol and show how to enhance the QoS performance of video streaming
in proposed SAQM framework.

1 Introduction

The explosively increased capacity of packet switched networks makes it feasible
to support new applications, such as IP telephony, video-conferencing, and online
TV broadcast. Meanwhile, the volume of traditional Best Effort (BE) data traffic
continues to grow with web applications and I/O-intensive scientific applications.
To meet these diverse application needs, the Internet is evolving from a network
that provides a single BE service to a network that supports multiple classes
of services. Tremendous effort has been devoted to defining new service models
that deliver better end-to-end Quality of Service (QoS) than current BE service

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 465–476, 2005.
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can deliver. The differentiated services (DiffServ, or DS) model [1] has been pro-
posed as a scalable and manageable architecture for network QoS provisioning.
There are two basic types of service differentiation approaches: premium service
(PS) [2] and assured service (AS) [3]. Especially, the assured service provides a
relative service differentiation among DS classes, in the sense that high-priority
classes receives a better or at least not worse service than low-priority ones. In
this context, applications do not get an absolute service quality assurance. So,
it is up to the applications to select appropriate QoS levels that best meet their
requirements, cost, and device constraints. Since most of recent multimedia ap-
plications have become more and more resilient to occasional packet loss and
delay fluctuation, the AS of DS networks seems a more attractive choice due to
its simplicity and flexibility.

However, unstable network service situations caused by instantaneous class
load fluctuations still occur even though the resource provisioning policy of un-
derlying network is strictly managed. The unstable situations obstruct multime-
dia applications to achieve their desired service requirements persistently. Since
the end-to-end QoS perceived by the applications mainly depend on the cur-
rent network load condition, the applications should response to this fluctuation
in a proper way. Accordingly, an adaptive QoS mapping1 mechanism consider-
ing the network situation is required to support the end-to-end QoS guarantee
dynamically to end systems and to improve the network utilization. From this
point of view, we present a scalable and adaptive QoS mapping control (shortly,
SAQM) framework, which consists of proactive QoS mapping control and reac-
tive QoS mapping control in network class/flow-based granularity, over the DS
domain even for packet video delivery. In the SAQM framework, edge-to-edge
active monitoring is utilized to obtain measures reflecting each class behavior
and then measurement-based reactive mapping control for relative network QoS
provisioning is performed at the ingress edges of the network.

Finally, we propose a reactive end-to-end QoS mapping control to enhance
service differentiation-aware video streaming. With the help of network feedback,
the end-host video application can recognize the status of network classes and can
now react in advance. By leveraging the end-to-end feedback (i.e., in tie with the
required congestion control), the feedback is relayed to the sender in a similar
way as the explicit congestion notification (ECN) [4]. The network feedback-
based QoS control triggers the QoS mapping adjustment at the boundary node
of an access domain. The network simulation based on NS-2 is performed to
demonstrate the enhanced performance of the proposed QoS mapping control
framework (i.e., more efficient and adaptive to network variation).

The remainder of this paper is organized as follows. Section 2 presents
overview of the scalable and adaptive QoS mapping framework with video de-
livery scenario. In section 3, we propose a reactive edge-to-edge QoS mapping
control for stable class-based service differentiation and a reactive end-to-end

1 The issue of QoS mapping occurs when we map prioritized and classified groups
of some applications(or users or flows) based on their importance into different DS
levels or network classes.
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QoS control to enhance relative differentiation-aware video streaming. Various
sets of performance evaluation through computer simulations are presented in
section 4. Finally, section 5 concludes this paper.

2 The SAQM Framework

2.1 Overview of the SAQM Framework

As stated in section 1, the network QoS of a DS domain may be time-varying
due to instantaneous class load fluctuation. It is clear that this QoS variation
results in network service violation and also exerts bad influence on the end-
to-end QoS guarantee. To ensure the overall QoS, we present a scalable and
adaptive QoS mapping control framework in the DiffServ network. The SAQM
framework can be divided into three QoS controls : 1) proactive QoS control for
initially managing traffic aggregates at the entrance of the network, 2) reactive
edge-to-edge QoS control based class-based active monitoring for stable network
service provisioning, and 3) reactive end-to-end QoS control for flow-based ser-
vice guarantee.

Receiver
domain

Sender 
domain

Sender 
domain

DiffServ Network

Core router

End-to-end QoS control in flow-based granularity      

Egress ER

Edge-to-edge QoS control in class-based granularity

Ingress ER

Ingress ER

···
···

SLA

SLA

Media
gateway

QoS control loop

Fig. 1. The scalable and adaptive QoS mapping framework

As shown in Fig. 1, we assume that there is several ingress points and only one
egress point in the DiffServ network. For class-based QoS monitoring between
ingress-egress pair, we insert probe packets into the data stream of each class
periodically at an ingress edge router (ER). The egress ER is responsible for
classifying the probe packets and measuring the QoS metrics of each class, such as
edge-to-edge delay and packet loss rate. Then the egress ER notifies the measured
information to the corresponding ingress ER. Based on the feedback analysis,
the ingress ER decides whether to perform a reactive QoS mapping adjustment
or not. This reactive edge-to-edge QoS control (shortly, EG2EG control) process
can build a control loop between ingress-egress pair. The detailed description of
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the EG2EG control will be presented in section 3.1. Finally, a proper network-
aware feedback control (i.e., reactive end-to-end QoS control), which can give
the applications a guidance of network status, enables the fine-tuned refinement
on top of coarse edge-to-edge QoS control. For this, a network-adaptive QoS
control for packet video streaming will be presented in section 3.2.

2.2 Video Delivery Scenario Under the SAQM Framework

For the end-to-end video streaming, sources within the access network send
videos to the corresponding clients. The access network subscribes to DS services,
and traffic is delivered to the clients through the DS domain. The access network
has SLAs [1] with the DS domain. In this framework, the video applications at
the source assign a relative priority-based index (RPI) to each packet in terms
of loss probability and delay as studied in [5] so that each packet can reflect its
influence to the end-to-end video quality. The source then furnishes each packet
with this prioritization information for a special boundary node called media
gateway (MG) as shown in Fig. 2. Thus, the video streams from the sources are
merged at the MG. In order to prevent the sources from violating their SLAs and
protect resources from a selfish source, the MG exercises the traffic shaping on a
per-flow basis through the token buckets (TBs) assigned for individual flows, as
seen in Fig. 2. The packets violating this agreement are assigned with the lowest
DS class (i.e., best-effort class).

The main function of the MG is to make a cost-efficient coordination between
the prioritized packets (or flows) and the DS service classes, which we call QoS
mapping. For the optimal QoS mapping, we just refer [5] and mention briefly
due to page limitation. That is, for packets conforming to the TB, the MG
assigns to each packet a DS codepoint (DSCP) on the basis of the packet’s RPI.
Then, the MG forwards the packet streams to the ER at the ingress of the DS
network. The ER is composed of an aggregate traffic conditioner (ATC) and a
packet forwarding mechanism [6]. The ATC is employed to observe the traffic
conditioning agreement (TCA) with the DS domain and the packet forward
mechanism provides proportionally relative QoS spacing between network service
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BE

EWMA1
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Aggregate 
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Fig. 2. Overall structures of media gateway and edge router
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classes by using a multiple random early detection (MRED) queue and adaptive
WFQ. In order to support the relative service differentiation, the DS domain
provides three assured forwarding (AF) classes and each class queue has three
drop precedences [3]. That is, the order of DS level, or DSCP, from high to low
is {AF11, AF12, AF13; AF21, AF22, AF23; AF31, AF32, AF33; BE}. Hence, the
proactive QoS control is realized as discussed.

3 Reactive QoS Controls in the SAQM Framework

This section presents two types of reactive QoS mapping controls in the SAQM
framework. One is an edge-based QoS control (i.e., the EG2EG control) pro-
ceeded inside the DS network domain and another is a flow-based QoS control
performed at the boundary node, i.e., the MG, of an access domain. The latter is
specialized for source-marked video streaming and is activated by user’s request.

3.1 The EG2EG Control

The EG2EG control relies on class-based QoS monitoring to obtain adequate
information of each class behavior and performance so that a reactive QoS map-
ping adjustment can be performed. In our framework, the monitoring scheme
measures delay and packet loss on per-class basis and then compares these mea-
surements to the predefined values in the SLA. The combined monitoring of
delay and packet loss information can be used for reliable estimation of network
condition. Note that delay is defined as the edge-to-edge latency and packet loss
rate is defined as the ratio of total number of packets dropped from the aggre-
gated flows mapped into a class in the domain to the total number of packets
belonged to the same class entering into the domain [7].

Function blocks of the EG2EG control between ingress-egress pair are illus-
trated in Fig. 3. The probe packet generation and insertion module encodes the
following states into probe packet inserted in the network:

[Ingress ID; Class ID; Sequence number; Timestamp]

Network 
core

EG2EG control module
based on per -class feedback analysis

Probe packet generation & insertion module

Adaptive
WFQ

AF1x

AF2x

AF3x

BE

Aggregate 
traffic 

conditioner
(I-trTCM)

MRED queue for AF class

Transmission module

···

Class-based QoS monitoring module

··· Adaptive
WFQ

MRED queue for AF class

Edge-to-edge feedback information

Ingress ER Egress ER
Data packet
Probe packet

Delay 
estimation

Pacekt loss
estimation

Fig. 3. Building blocks of the EG2EG control
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The ingress and class identifier will allow the EG2EG control on a per-path,
per-class (i.e., ingress-egress pair) basis. The sequence number is used to identify
loss on the path at the egress ER. To measure delay, the probe packets should
also contain their current timestamps. Assume that all router clocks in a domain
are synchronized fairly accurately. The probing frequency is important because it
determines the overhead of the monitoring process. In our simulations, we found
that the overhead of about 10% of the total bandwidth is adequate to monitor
the network resources. The class-based QoS monitoring module at the egress ER
classifies the probe packets as belonging to a class i of an ingress ER j, and then
measures delay D̃i

j and packet loss L̃i
j at time t using an exponentially weighted

moving average (EWMA) according to the following equations respectively:

D̃i
j(t) = (1 − α) ∗ D̃i

j(t − 1) + α ∗ Di
j(t), (1)

L̃i
j(t) = (1 − β) ∗ L̃i

j(t − 1) + β ∗ Li
j(t), (2)

where 0 < α < 1 and 0 < β < 1 are smoothing factors. Then the monitoring
module feeds the measurements back to the edge-to-edge QoS control module at
the corresponding ingress ER.

Parameter Definition:
D̂i: the delay guarantee of class i;
L̂i: the packet loss guarantee of class i;
γ, δ, κ, ϕ: utility factors;
DP i: downgrading probability in the ATC;

Reactive Edge-to-edge QoS Control algorithm :
if (D̃i > γ ∗ D̂i) then

if (L̃i > δ ∗ L̂i) then
DP i ← DP i + κ ∗ (1 − L̂i

L̃i )
else

DP i ← DP i + ϕ ∗ (1 − D̂i

D̃i )
else BREAK;

Fig. 4. The EG2EG control algorithm

With the feedback information, the EG2EG control module firstly analyzes
delay measurements. It is because the sudden increase of delay can be consid-
ered as a precursor of service violation (or network congestion) before occurring
packet losses. If the measured delay value exceeds the predefined delay guarantee
applying a utility factor, packet loss measurements are analyzed in the same way
to evaluate the conditions of network classes and set a reactive QoS mapping
adjustment in a per-class basis. For the QoS mapping adjustment, the incoming
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packets entering into the corresponding class queue are randomly re-directed by
the ATC to a lower class queue with an updated downgrading probability. When
a packet is re-directed to a lower AF class, the drop precedence is set to the high-
est priority in that lower class. By doing so, we believe that the EG2EG control
can help to maintain the quality spacing between network classes independent
of the class load variations. The EG2EG control algorithm is described in Fig. 4.

The operation of the algorithm is affected by the above utility factors. The
determination of the factors is difficult due to their trade-off properties and
mainly depends on network environment. The specific factor values for a spe-
cific network environment can be obtained through a number of simulations. For
this sensitivity study, we have performed a number of simulations but we do
not present in this paper due to page limitation. Usually, the factors must be
relatively insensitive to minor changes in network characteristics.

3.2 Network-Adaptive QoS Control for Video Streaming

A proper combination of congestion signalling from network and source reaction
will be an effective solution to the instantaneous network fluctuation in the
Internet. The major idea behind our end-to-end feedback control is employing
ECN mechanism in conjunction with the proactive QoS control at the MG. It
is possible that not only the congestion status of network class is notified to the
end-host video applications but also a reactive flow-based QoS mapping control
is triggered in a faster manner.

Fig. 5 shows the outline of the proposed network-adaptive QoS control under
the SAQM framework. When a DS class queue of ECN-MRED router exceeds
an predefined threshold, the router sets the CE bit of the packets to indicate
the onset of congestion to the end nodes [4]. An ECN-aware receiver monitors
the CE bit on each packet arrival i of a flow and calculates the received average
cost of the flow C

f

recv using the following equation:

C
f

recv =
∑Nf

i=1 Cq(i)

Nf
, (3)

where Nf and Cq are total received packet numbers of the flow f and unit
cost of DS level q specified in the SLA, respectively. This observed value is
considered as a barometer to interpret the degree of service degradation which
the receiver experiences. Upon the receipt of an ECN-marked packet, the receiver
immediately sends a 2-tuple {q̃, C

f

recv} feedback report to the MG through the
corresponding sender. Based on this feedback information, the MG regards q̃

as a congested class and compares C
f

recv with the requested average payment
C

f

send
2. The MG adjusts the initial mapping of source category k to DS level q

based on the comparison. That is, k involved in the reported congestion class q̃ is

2 C
f
send is computed by the Eq. (3) in case that video packets of a flow are initially

sent.
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re-mapped to higher non-congested classes, for C
f

recv ≤ C
f

send. Otherwise, k is re-
mapped to lower non-congested ones. The reactive QoS mapping is summarized
as follows:

• DS level: Let q be a DS level, where 1 ≤ q ≤ Q with the increasing order
of network service quality and Q is the total number of DS levels.

• RPI partitioning: Let Rk
q (i) be a partition i among the RPI k categories

and be assigned into DS level q. Each k category has equal number of packets
initially and is sorted in an increasing order, that is, 1 ≤ k ≤ K, where K
is the category with highest RPI values. Generally, the packets within the
same k could be assigned into different q levels.

• Proactive mapping: Each packet, whose RPI is k (k ∈ Rq), is mapped to
q in an optimal way while satifying the requested C

f

send.
• Reactive mapping: When a congestion feedback, i.e., ECN, from a class q̃

is received, Rk
q (i) is distributed into Sq(t) subset, where Sq(t) is the number

of non-congested DS levels at time t and 1 ≤ j ≤ Sq(t), which are higher
levels than the level q for C

f

recv ≤ C
f

send. Then, the packets belonged to
Rk

q (i) are re-mapped to DS level j.

This reactive control is operated in time of [tACK , tACK + Δ], where tACK and
Δ denote the time of receiving feedback packet and a certain time interval, respec-
tively. The arrivals of the subsequent feedbacks with the same q̃ are ignored during
Δ. After expiration of tACK + Δ, the MG returns back to the normal state.

4 Simulation Results

In this section, we investigate the feasibility of the proposed EG2EG control by
comparison with the proactive approach (PQ-only) having no reactive QoS map-
ping mechanism. Next, we evaluate the effectiveness of our network feedback-
based QoS control (PQ-NBF) in the end-to-end video streaming.
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4.1 Simulation Specification

The simulation topology model is shown in Fig. 6, which is used to generate
underlying network dynamics. Each source connected with ER1 and ER2 gen-
erates a mix of CBR and On/Off UDP flows. The sending rates of the flows
are varied according to the desired network load level. One test video source
is also connected to the DS network through the MG and communicates with
one destination nodes. The link capacities and delays between the routers are
shown in the links of Fig. 6. As described in section 2.2, the ER implements three
major components for managing traffic aggregates: the interconnected trTCM3,
the MRED, and adaptive WFQ. For our simulations, the ER uses the MRED
with the values of [50, 70, 0.01] for AFx1, [30, 50, 0.02] for AFx2, and [10, 30,
0.1] for AFx3 [8]. The weighting factors of the WFQ for class queues are set as
AF1 : AF2 : AF3 : BE = 4 : 3 : 2 : 1. We also set the trTCM’s peak rate to be
equal to the bandwidth assigned by the WFQ.
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Fig. 6. Simulation topology model

4.2 Feasibility of the EG2EG Control

To show the impact of the EG2EG control in the framework, an unbalanced
input load is considered. Three input load levels are allocated to the AF classes:
AF1 : AF2 : AF3 = 120% : 110% : 103%. For all the flows assigned with
the AF class, the drop precedence is set to AFx1. To accurately evaluate the
QoS performance of the classes between ingress-egress pair, we observe all data
packets traversing on the path. The performance results in Table 1 show that the
EG2EG control can detect network condition in per-class basis and keep inter-
class service order. That is, the EG2EG control is valuable for providing stable
class-based differentiation compared to PQ-only. As discussed in section 3.1, the
efficiency of the EG2EG control depends on the utility factor values. For instance,
if κ and η are set to relatively high value, the class remapping process is occurred
frequently. It results in overall system instability. Accordingly, careful choice of
the factor values should be required. The sensitivity analysis of the factors is
under our further investigation. In the simulation, we select the following values
for the EG2EG control: {γ, δ, κ, η} = {0.70, 0.85, 0.45, 0.30}.
3 Please refer [6] for the detailed description of the inter-connected trTCM.
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Table 1. Performance evaluation of the EG2EG QoS control

PQ-only EG2EG
Throughput Packet loss Delay Throughput Packet loss Delay

(kbps) (%) (msec) (kbps) (%) (msec)

AF1 936.1 22.68 85.4 1049.3 3.67 57.1
AF2 817.4 17.71 74.2 955.2 6.53 64.3
AF3 586 3.60 91.7 441.5 27.38 87.6
BE 131 6.41 110.9 75.1 64.78 118.0

4.3 Performance Evaluation of the NBF Control for Video Delviery

In this section, the main objective of the experiments is to investigate the effec-
tiveness of PQ-NBF. To make a congestion period, the sending rates of AF2x

sources and AF3x sources are adjusted in runtime from 10 to 17 (sec) and from
17 to 20 (sec) alternately so that it corresponds to total provision level of 120%.
For the sake of simplicity, the range of unit cost per packet in PQ-NBF is 9 to
0 and is associated with the same order of DS level.

The overall simulation setup is illustrated in Fig. 7. The standard-based
H.263+ encoding/decoding is used to evaluate the end-to-end video performance.
While H.263+ encoder encodes video, mean-square-error (MSE) value of each
group of block (GOB) is calculated and stored as a data file. Since each GOB is
packetized into a separate packet in the simulation, priority will be assigned to
each packet according to the relative loss importance of payload. Error patterns
generated from results by the NS-2 simulations are used to decide whether the
packet is lost or not. Then, at the receiver side, encoded bitstream is decoded
with the error pattern file. Consequently, peak signal to noise ratio (PSNR)
between original and reconstructed video is calculated to quantify how much
video quality is degraded by the packet loss during transmission.

Fig. 7. Simulation diagram for H.263+ streaming video over a simulated DS network
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Table 2. Performance evaluation of PQ-NBF

End-to-end QoS Parameters
Throughput Packet loss Delay PSNR

(kbps) (%) (msec) (dB)

PQ-only 391.446 7.672 73.608 29.797
PQ-NBF 406.518 1.387 61.727 33.378
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Fig. 8. PSNR performance comparison and achieved average PSNR at different traffic
loads

Table 2 presents the end-to-end performance results of PQ-only and PQ-
NBF. It represents that the proposed feedback control effectively responses to
the network congestion and has competitive advantage for video streaming. To
examine the perceptual quality of the H.263+ video, we play out the decoded
video sequence at the receiver and measure the PSNR as an objective quality
metric. Note that the average original PSNR for the video trace is about 34.76
dB (i.e., ideal case). In the simulations, we do not differently use the reference
QoS mapping between categorized packets and DS levels in order to get a fair
comparison. Fig. 8(a) and Fig. 8(b) present PSNR performance comparison of
different QoS controls and achieved average PNSR at different traffic loads . The
objective PSNR quality measure of PQ-NBF is better than that of PQ-only over
various under-provisioned situations.

5 Conclusion

In this paper, we introduced the scalable and adaptive QoS mapping control
(SAQM) framework. On this framework, we proposed two types of reactive QoS
controls: an edge-based QoS control for stable class-based service differentiation
and a reactive end-to-end QoS control to enhance relative differentiation-aware
video streaming. Simulation results verified the validity of the QoS controls.
Further work would include the refinement of our framework and take care of
the end-to-end video streaming over multiple DS domains.



476 G. Hwang, J. Shin, and J. Kim

Acknowledgement

This work was supported in part by the BK21 Program and in part by the Korea
Institute of Industrial Technology Evaluation and Planning (ITEP) through the
Incheon IT Promotion Agency.

References

1. S. Blake, D. Black, M. Carlson, E. Davies, Z. Wang, and W. Weiss, “An architecture
for differentiated services,”, IETF RFC 2475, Dec. 1998.

2. K. Nichols, V. Jacobson, and L. Zhang, “A two-bit differentiated servicesarchitecture
for the Internet,”, IETF RFC 2638, July 1999.

3. J. Heinanen, F. Baker, W. Weiss, and J. Wroclawski, “Assured forwarding PHB
group,”, IETF RFC 2597, June 1999.

4. K. K. Ramakrishnan and S. Floyd, “A proposal to add explicit congestion notifica-
tion (ECN) to IP,”, IETF RFC 2481, Jan. 1999.

5. J. Shin, J. Kim, and C.-C. J. Kuo, “Quality-of-Service mapping mechanism for
packet video in differentiated services network,” IEEE Transaction on Multimedia,
vol. 3, no. 2, pp. 219-231, June 2001.

6. J. Shin, “An analysis of aggregated traffic marking for multi-service networks,”
IEICE Transactions on communications, vol. E86-B, no.2, pp. 682-689, Feb. 2003.

7. A. Habib, M. Khan, and B. Bhargava, “Edge-to-edge measurement-based dis-
tributed network monitoring,” Computer Communicatons vol. 44, pp. 211-233, Aug.
2004.

8. S. Floyd and V. Jacobson, “Random early detection gateway for congestion avoid-
ance,” IEEE/ACM Transactions on Networking, vol. 1, no. 4, pp. 397-413, Aug.
1999.



Y.-S. Ho and H.J. Kim  (Eds.):  PCM 2005, Part II, LNCS 3768, pp. 477 – 488, 2005. 
© Springer-Verlag Berlin Heidelberg 2005 
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Using Rate-Dependent Mode Selection 
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Abstract. Since the H.264 video coding standard becomes quite popular for 
transmission of diverse multimedia data due to its high coding efficiency, bit al-
location and buffer management schemes are required for various applications. 
In this paper, we propose a new bit rate control algorithm for H.264 based on an 
accurate bit allocation strategy, where we introduce a reference quantization pa-
rameter (QP) table for the intra frame. For the inter frame, we propose a new bit 
allocation scheme by adjusting QP considering overhead bits and rate-
dependent mode selection. Experimental results demonstrate that the number of 
the actual coding bits and the number of estimated bits match well such that we 
can avoid severe degradation of picture quality at the end of the group of pic-
tures (GOP). Moreover, we have improved coding efficiency and average 
PSNR by up to 0.25dB.

Keywords: H.264 video coding, Rate control, Rate-dependent mode selection. 

1   Introduction 

Although rate control schemes are generally not included in the normative parts of video 
coding standards, they play important roles in video coding algorithms. Rate control is 
thus the necessary part of the encoder, and has been widely studied in several video 
coding standards, such as MPEG-2, MPEG-4, and H.263 [1], [2], [3], [4], [5]. However, 
since the quantization parameter (QP) should be determined before the rate distortion 
optimization (RDO) operation is applied in H.264, the study of rate control for H.264 is 
more difficult than those of previous standards.   

Ma [6] proposed a rate control scheme based on the TM5 model of MPEG-2, as-
suming a linear relationship between rate and distortion. A rate control algorithm 
based on VM8 for MPEG-4 has been proposed and adopted by the H.264 test model 
[7]. The test model for H.264 employs the linear model for predicting the distortion of 
the current basic unit. In this scheme, the target bit is estimated based only on the 
buffer fullness, regardless of the current frame complexity. This may lead to drastic 
drops in PSNR values, especially in the case of high motion scenes or scene changes. 
In order to improve the video quality at scene changes, Jiang [8] introduced an MAD 
ratio as a measure of motion complexity. In his approach, a bit budget was allocated 
to each frame according to the MAD ratio of the current frame. 

Generally, the rate control algorithm consists of three parts. The first part is to allo-
cate an appropriate number of coding bits to each picture. The bit allocation process is 
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constrained by the test model defined in the video coding standard. The second part is 
to adjust QP for each coding unit (e.g. the macroblock or the frame) in order to 
achieve the target bit rate constraint. In other words, the key point is to find the rela-
tion between the rate and QP. The final part is to update the coding parameters.  

However, the rate control scheme for H.264 has some problems. The first problem 
is the selection of the initial QP. H.264 includes a different framework for motion 
estimation and motion compensation (ME/MC) using multiple reference frames and 
various coding modes. Hence, errors caused by an inappropriate initial QP are largely 
propagated in the whole frames of the group of pictures (GOP). The second problem 
is the abrupt change in PSNR values due to unsuitable bit allocation. The improper bit 
allocation results in a large fluctuation of PSNR values that degrades the subjective 
video quality significantly.  

In this paper, we propose solutions to overcome those problems. In order to solve 
the initial QP problem, we have done extensive experiments, and have obtained the 
best QP range that depends on both the target bit rate and the image size. In order to 
avoid the abrupt fluctuation of PSNR values, we take an adaptive buffer control strat-
egy by which we adjust the target buffer level using the distance from the intra frame. 
We select the rate-dependent optimum mode to reduce the bit consumption for the 
inter frame when the number of actual coding bits is greater than that of threshold 
bits. 

This paper is organized as follows. After we describe the rate control scheme for 
estimating the target bits in Section 2, we propose a new bit allocation scheme for 
intra frame and inter frame in Section 3. Then, experimental results are presented in 
Section 4, and we conclude this paper in Section 5. 

2   Target Bit Estimation for H.264 

Before we discuss the rate control scheme, we need to determine the initial QP. In 
order to select the initial QP for H.264, we calculate 

heightimagewidthimagerateframe

ratebit
bpp

___
_0.1

××
×=     (1) 

where bpp represents bit per pixel. The initial QP is then selected from 10, 20, 25 and 
35 using the bpp value of Eq. (1). Figure 1 illustrates the decision of the initial QP 
according to bpp. However, the above specific initial QP is not adaptive and the range 
between the initial QPs is much large. In Section 3, we propose a new method for the 
initial QP selection. 

Generally, the frame-layer rate control scheme for H.264 consists of two stages: 
pre-encoding and post-encoding. The objective of the pre-encoding stage is to deter-
mine QP for all frames and it has two sub-steps: (a) determine a target bit for each P-
frame and (b) compute QP using a quadratic rate-distortion (R-D) model and perform 
RDO. In the post-encoding stages, we update the model parameters continually and 
control frame-skipping. 
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Fig. 1. Flow Chart for Selection of the Initial QP 

In order to estimate target bits for the current frame, we employ a fluid traffic 
model based on the linear tracking theory [9]. For explaining simply, we assume one 
GOP consisting of first I-frame and subsequent P-frames. Let N denote the total num-
ber of frames in a GOP, nj (j=1,2,…,N) denote the jth frame, and Bc(nj) denote the 
occupancy of the virtual buffer after coding the jth frame. The fluid traffic model is 
described by 
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where A(nj) is the number of bits generated by the jth frame, u(nj) is the available 
channel bandwidth, Fr is the predefined frame rate, and Bs is the buffer size. In order 
to determine the target bits for the current P-frame, we take the following two steps. 

STEP 1: Allocate the bit budget among pictures. Since the QP of the first P frame is 
given at the GOP layer in this scheme, the initial target buffer level Tbl(n2) is set by 

)()( 22 nBnTbl c=     (3) 

    Then the target buffer levels of other P-frames in the GOP are predefined by  

1

8/)(
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BnTbl
nTblnTbl     (4) 

where Np is the total number of P-frames in the GOP. 
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STEP 2: Calculate the target bit rate. Using the linear tracking theory, we can deter-
mine the number of target bits allocated for the jth frame based on the target buffer 
level, the frame rate, the available channel bandwidth, and the actual buffer occu-
pancy 

))()((
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)( jcj
r

j
jbuf nBnTbl

F

nu
nT −+= γ     (5) 

where γ is a constant and its typical value is 0.75. Meanwhile, the average value of 
remaining bits is also computed by  

r

r
r N

R
T =     (6) 

where Rr is the number of bits remaining for encoding, and Nr is the number of P 
frames remaining for encoding. Therefore, the estimated target bit Testimated is a 
weighted combination of Tbuf and Tr

)()1()()( jbufjrjestimated nTnTnT ×−+×= ββ     (7) 

3   New Frame-Layer Rate Control 

3.1   Bit Allocation for Intra Frame  

Like the rate control of MPEG video coding standards, the frame-layer rate control 
for H.264 can be used to encode the video sequence by the unit of GOP. Each GOP 
consists of at least one intra frame and other frames which are motion compensated 
from the intra frame directly or indirectly. Hence, the quality of the intra frame 
determines coding efficiency of all other frames in the same GOP through motion 
compensation. Especially, since H.264 includes good ME/MC processes, the quality 
of the intra frame is more important than that of the previous video coding stan-
dards. In other words, if we encode the intra frame with high quality, we have im-
proved the picture quality of succeeding frames in the same GOP by allocating 
lower bits. 

Figure 2 shows the importance of selecting the initial QP value for the intra frame. 
As shown in Fig. 2, we have improved coding performance by up to 0.91dB with the 
optimal initial QP. 
    In order to choose the optimal initial QP, bpp is calculated with the I-frame and the 
initial P-frame because the I-frame and the first P-frame deal with still images. 
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where a is a constant and the typical value is 0.4, and b is 1+  (0 1) which repre-
sents the sum of weighting factors for the I-frame and the initial P-frame. 
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Table 1. Initial QP and bppmod Value 

Initial QP bppmod Initial QP bppmod

10 2.7548927 23 0.7803819 
11 2.5195049 24 0.7021517 
12 2.2879709 25 0.6440709 
13 2.1126631 26 0.5706939 
14 1.9089462 27 0.5178741 
15 1.7430161 28 0.4701441 
16 1.6042719 29 0.4167456 
17 1.4442603 30 0.3821154 
18 1.3093566 31 0.3501026 
19 1.2066104 32 0.3106850 
20 1.0757050 33 0.2785275 
21 0.9686448 34 0.2536564 
22 0.8777515 35 0.2247080 

In order to decide the initial QP based on bppmod, we introduce a reference ta-
ble that is derived from extensive experiments with various test sequences. For 
simplicity, we set the b to two which represents that the weighting factor  for 
the initial P-frame is one. Table 1 lists the relationship between the QP and 
bppmod.

From Table 1, we can choose the initial QP adaptively and improve coding effi-
ciency by allocating a proper number of bits for the I-frame and the initial  
P-frame. In Table 1, we limit the range of the initial QP from 10 to 35 because the 
other range is not appropriate for practical applications. 
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3.2   Bit Allocation for Inter Frame 

3.2.1   Improved Buffer Control 
In Eq. (4), the target buffer level is controlled by the uniform allocation. However, 
each frame has a different weighting value according to the temporal distance from 
the reference I-frame. In other words, since early P-frames are used as references by 
many subsequent P-frames in the same GOP, P-frames that are closer to the reference 
I-frame should be allocated with more target bits than other P-frames. 

In order to control the buffer adaptively for H.264, we employ the linear weighting 
function [10] for the target buffer level. Let nj be the distance between P-frame and its 
reference I-frame, Np be the GOP length, and be an adjustable parameter. Then, 
improved target buffer control is defined by. 
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   (9) 

(10)

where  is equal to one third of the average target buffer level.

3.2.2   Optimal Bit Allocation for Inter Frame 
The rate control scheme for H.264 has a problem that the difference value between 
the estimated coding bits and the actual coding bits is not reflected efficiently when 
QP is determined for the inter frame.  

Figure 3 shows that the estimated coding bits and the actual coding bits do not 
match well in the AKIYO sequence when the GOP size is 30. This problem causes 
that all the target bits are abruptly consumed and picture quality of remaining frames 
is seriously degraded. 

Fig. 3. Estimated Bits and Actual Coding Bits for Akiyo (48kbps) 
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Our rate control algorithm consists of two steps for this mismatch problem. 

STEP 1: Consider the overhead bits when determining QP. The size of the overhead 
bits for mode and motion information is abruptly changed in H.264 depending on 
various coding modes. Therefore, the estimated target bits need to reflect the change 
of both the texture bits and the overhead bits efficiently.  

Let Toverhead(j-1) denote the bits used for motion and header information of previous 
frame, and Ttexutre(j-1) denote the number of bits for texture(i.e., residual) coding of 
previous frame. Then, we distribute estimated target bits Testimated(j) to Toverhead(j) and 
Ttexutre(j), effectively 

)()()( jTjTjT overheadtextureestimated +=   (11) 

If we assume Toverhead(j) = Toverhead(j-1), the quantization step Qstep(j) of the current 
frame is computed based on a quadratic R-D model  

)()(

)1()()(

221 jQ

MAD
X

jQ
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jTjTjT

stepstep

overheadestimatedtexture

+=

−−=
  (12) 

where X1 and X2 are the first-order and second-order model parameters respectively, 
and MAD is calculated by a linear model. 

In the proposed scheme, we adjust QP(j) simply by adding 2 when Testimated(j) is 
smaller than Toverhead(j-1). In other case, QP(j) is calculated to the corresponding quan-
tization step Qstep(j) with the method provided by H.264. 
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In order to maintain the smoothness of visual quality among successive frames, we 
restrict the QP(j) as follows 

)}(,)1({)( jQPQPjQPMaxjQP Δ−−=
)}(,)1({)( jQPQPjQPMaxjQP Δ+−=

  (14) 

where QP is the varying range of QP and its typical value is 2. 

STEP 2: Adjust the fine-granular QP with the rate-dependent mode selection. In the 
RDO process, we examine all coding modes for every macroblock and calculate the 
rate (R) and the distortion (D) for every mode. Hence, the mode with the minimum 
cost (J) is selected as the optimum mode for every macroblock. However, we control 
the rate for each macroblock by selecting other modes before actual encoding. We 
propose a rate-dependent mode selection, where we select the mode by considering 
the remaining bits 

RDJ ×+= λ   (15) 
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where the Lagrangian multiplier ( ) is  

3

12

285.0
−

×=
QP

λ   (16) 

In the rate-dependent mode selection, we do not select the optimum mode when the 
actual coding bits exceed the threshold value composed of estimated bits and the 
weighting factor. In other words, if the number of actual coding bits for the optimum 
mode is larger than the threshold value, we select the second optimum mode that has 
minimum J among the restricted modes whose rates are less than rates of the optimum 
mode. 

Figure 4 shows the flow diagram of the proposed algorithm with two steps. In the 
proposed scheme, k represents a weighting factor and its typical value is 1.2. 

Testimated(j)=bit estimation (j)

Testimated(j) < Toverhead(j-1)

Determine QP(j)

Calculate actual coding bit
using RDO 

No

k Testimated(j) <Tactual(j)

Select the second
optimum mode

Encoding

No

Yes

Yes

QP(j) = QP(j-1) + 2

Select the optimum mode

Testimated(j)=bit estimation (j)

Testimated(j) < Toverhead(j-1)

Determine QP(j)

Calculate actual coding bit
using RDO 

No

k Testimated(j) <Tactual(j)

Select the second
optimum mode

Encoding

No

Yes

Yes

QP(j) = QP(j-1) + 2

Select the optimum mode

Fig. 4. Flow Diagram of the Proposed Algorithm 

4   Experimental Results and Analysis 

In order to evaluate performance of the proposed scheme, we have implemented the 
proposed rate control scheme on the JM9.5 test model software and have compared it 
with the original JM9.5. The initial QP is set as shown in Table 1, and we experiment 
150 frames. Test conditions are given in Table 2. 
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Table 2. Test Conditions 

MV Resolution 1/4 

Hadamard ON 

RD Optimization ON 

Search Range ±16 

Restrict Search Range 2 

Reference Frames 5 

Symbol Mode CAVLC 

GOP Structure IPPP 

Intra Period 30 

Image Format 
QCIF (176×144) 
CIF (352×288) 

Figure 5 depicts the estimated bits and the actual coding bits for the AKIYO se-
quence. The actual coding bits are well matched to the target bits in the proposed 
algorithm, and the target bits are efficiently distributed in the whole frames of GOP. 

Fig. 5. Estimated Bits and Actual Coding Bits for Akiyo in the Proposed Scheme (48kbps)

Table 3 compares the average PSNR values with JM9.5. As shown in Table 3, we 
have improved coding efficiency and average PSNR by up to 0.25dB. It also shows 
the both algorithms can achieve accurate target bit rates. 
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Table 3. Comparison of the proposed Algorithm with JM9.5 

Average PSNR(dB) Bit Rate(kbps) 
Sequences 

Frame 
Rate JM9.5 Proposed Gain JM9.5 Proposed 

AKIYO 30 36.76 37.21 +0.45 32.78 32.57 

SILENT 30 32.88 33.11 +0.23 48.19 48.23 

NEWS 30 33.64 33.74 +0.10 48.33 48.41 

CARPHONE 30 33.82 34.09 +0.27 48.31 48.39 

FOREMAN 30 32.52 32.72 +0.20 64.75 64.64 

(a) AKIYO     (b) CARPHONE 

Fig. 6. PSNR Values for AKIYO and CARPHONE Sequences (48kbps) 

Figure 6 represents PNSR values in the AKIYO and CARPHONE sequences in 
48kbps. Because of the efficient distribution of the target bits, picture quality of the 
successive frames does not change abruptly in the proposed algorithm. 

In order to evaluate the various environments according to both the variable bit rate 
and image size, we experiment the CIF image format (352 288). Figure 7 shows rate 
distortion curve for the FOREMAN sequence. As shown in Fig. 7, the proposed algo-
rithm outperforms the JM9.5 in the all the bit rate. Especially, we have improved 
better coding efficiency and PSNR value at the low bit rate. 

Table 4 compares the standard deviation of PSNR values with JM9.5. In order to 
evaluate the effect on the human visual system, we employ the standard deviation 
for PSNR values. As shown in Table 4, the proposed scheme has a smaller variance 
which is better effect on the human visual system in comparison with JM9.5. Espe-
cially, video sequences, such as CARPHONE and FOREMAN, which have low 
temporal correlation and high complexity between frames, have better visual  
quality. 
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Fig. 7. PSNR Values for AKIYO and CARPHONE Sequences (48kbps)

Table 4. Comparison of the Proposed Algorithm with JM9.5

Standard Deviation 
Sequences 

JM9.5 Proposed 

AKIYO 1.439 1.082 

SILENT 1.702 1.099 

NEWS 1.633 1.289 

CARPHONE 2.371 1.293 

FOREMAN 2.513 1.844 

5   Conclusions 

In this paper, we proposed a new rate control algorithm based on accurate bit alloca-
tion for H.264 video coding. In the proposed scheme, we introduced the reference 
table for the intra frame and proposed an optimal bit allocation by adjusting QP such 
that the number of actual coding bits is as close as possible to the target number of 
bits, while maintaining the uniform picture quality. In order to determine QP, we 
consider the overhead bits and control the actual coding bits with the rate-dependent 
mode selection. Since the number of target bits and the number of actual coding bits 
for a picture match well in our proposed algorithm, severe degradation of picture 
quality can be avoided at the end of GOP. 
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Abstract. TCP-friendly congestion controls are widely accepted
for video streaming over wired network, but not applicable to wire-
less networks. For streaming video over wireless network where
packets can be corrupted by wireless channel errors at the phys-
ical layer, conventional TCP-friendly congestion control should be
revised. In this paper, wireless measurement based TCP-friendly
rate control is introduced, which employs a new loss differentiation
algorithm using packet loss statistics. Experimental results show
that this method produces the TCP-friendly rates while sharing
the backbone bandwidth with TCP flows because of eliminating
the effect of wireless losses in flow control. As a result, the abrupt
quality degradation of the video streaming over the unreliable wire-
less link status could be substantially reduced.

1 Introduction

Wireless media streaming is envisioned to become an important service over
packet-switched 3G and 4G wireless networks. With rapid growth of emerging
demand and deployment of wireless LAN, much of IP traffic including multi-
media traffic is forced to travel through wireless networks [1]. Such a change in
networking environments brings us a necessity to refine conventional rate control
schemes [2]. In general, the quality of networked multimedia applications is more
sensitive to packet delay and delay jitter than to packet loss because interruption
in playback due to packet delay annoys users more seriously than degradation
of picture quality due to packet loss. Therefore, most of multimedia applications
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use UDP as its transport layer protocol because UDP incurs no retransmission
delay and jitter. However, UDP itself provides no flow control mechanism so
that sources cannot adapt its transmission rate to time-varying available band-
width which depends on network loading. Therefore, it is necessary to have an
application-layer flow control scheme for the adaptive transmission of multime-
dia over UDP. The TCP-friendly rate-adaptation behavior for multimedia flows
has become an important IETF requirement [3]. In order to facilitate this neces-
sity, the receiver communicates the packet loss information back to the sender,
which adapts its transmission rate to the degree of congestion estimated from
the loss rate [3, 4].

Packet losses in the heterogeneous wired/wireless network can be caused by
not only network congestion but also unreliable error-prone wireless links. There-
fore, TCP-friendly end-to-end congestion control schemes which use end-to-end
packet loss information as a congestion measure can not be directly applicable to
a wireless network because there is no way to distinguish congestion losses from
wireless losses. The congestion control needs end-to-end loss differentiation algo-
rithm (LDA) for use with congestion-sensitive video transport protocols for het-
erogeneous wired/wireless network [6, 7, 8]. Video transport protocols can take
advantage of loss differentiation in two key ways. The first one is that wireless
losses do not restrict the sending rate. The second is to provide useful feedback
to the video encoder. For example, if wireless losses are dominating, the encoder
can transmit the video streaming under a lossy environment in cooperation with
the error-resilience coding methods [5, 10].

Some previous researches show that congestion and wireless losses are differ-
entiated by using proxy server on access point (AP) or explicit congestion no-
tification (ECN) mechanism. The proxy-based TCP-friendly streaming method
uses a snoop protocol running on a proxy agent that is implemented in the
AP [6]. Snoop protocol intercepts streaming packets, analyzes them, and re-
transmits them to a client if necessary. Thus, the protocol improves the perfor-
mance of communication over wireless links. The disadvantages are as follows.
First, per-packet processing overhead and memory usage may become signifi-
cant. Second, snoop module does not work when the forward route is different
from the reverse route. This is because snoop can not block ACK packets sent
from the receiver to the sender causing to reduce the sending rate unneces-
sarily when doing local retransmission. Third, this snoop based TCP-friendly
streaming method is only applicable to the case of last-hop wireless network.
On the other hand, ECN-based TFRC calculates TCP-friendly rate by using
ECN-marked packet loss ratio (PLR) instead of end-to-end PLR including the
packet losses occurred in the wireless link [7]. An ECN-capable random early
detection (RED) router marks ECN-bit in incoming packets’ IP header in a
probabilistic manner when it detects congestion. The loss information of ECN-
marked packets is collected in a client and transmitted to the sender by real time
control protocol (RTCP) packets [13]. Therefore, the effect of wireless losses in
TCP-friendly rate control is effectively eliminated, irrespective of the location
of the wireless hop in the end-to-end transmission path. However, ECN-based
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TFRC approach has shortcomings. It assumes that all routers in the transmis-
sion path should be ECN-capable and equipped with RED queue management
scheme.

In this paper, we assume that wireless channel exists at the first-hop link
as the access channel of streaming server and/or the last-hop link as the access
channel of streaming client. A new LDA is presented to recover the shortcomings
of the previous LDA methods over heterogeneous wired/wireless network. The
proposed LDA reduces memory usages and computation overhead of snoop by
eliminating packet retransmission process and transferring packet arrival statis-
tics on AP(s) into the streaming server and/or client. That is, the proposed
method uses two kinds of feedback messages which convey the channel informa-
tion of both wireless and end-to-end link. By using a local transport protocol
over the wireless network, congestion related PLR is obtained and utilized for
the decision of TCP-friendly rate. Therefore, the encoded bit rates are only re-
stricted by the network congestion. The proposed method does work even though
the forward route is different from the reverse route, because it does not have
to block ACK messages sent from the receiver to the sender. Also, the proposed
method does not have to modify all routers in the transmission path.

This paper is organized as follows. TCP-friendly congestion control methods
are briefly described in Sect. 2. Sect. 3 presents the proposed wireless measure-
ment based TCP friendly rate control system. Experimental results and conclu-
sions are followed.

2 Overview of TCP-Friendly Rate Control

2.1 TCP-Friendly Rate Control (TFRC)

Existing TCP-friendly end-to-end congestion control schemes for Internet video
proposed to date can be classified into two categories. One is to mimic the
TCP congestion control mechanism directly by adopting the additive increase
& multiplicative decrease (AIMD) rule [11]. The other one is to utilize the TCP
throughput equation. The sender estimates the current TCP’s throughput and
sends its data bounded by this throughput value [3, 4]. The significant difference
between them is how to translate the congestion signal and how to behave to con-
gestion. The first approach suffers from unnecessary rate fluctuation, since the
AIMD rule is sensitive to the short-term network status. The second approach
such as TCP-friendly rate control (TFRC) proposed by S. Floyd et al [3] can
prevent this unnecessary rate fluctuation by considering time-average of network
status and transmitting in average TCP throughput sense. In addition to the
smoothness property, TFRC also ensures fairness when TFRC-flows are com-
peting for bandwidth with other TCP flows. TFRC sender relies on feedback
messages from TFRC receiver in order to adjust its sender rate. The receiver
measures the PLR and receives updates of the round-trip time (RTT) from the
sender. These PLR and RTT information transferred from the receiver is utilized
for the calculation of TCP friendly rates.
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2.2 TFRC over Wireless Link

Notice that packet losses in a heterogeneous wired/wireless network can be
caused by not only network congestion but unreliable error-prone wireless links.
Fig. 1 shows the network topology to evaluate the TFRC flows traveling through
the wireless link. It is implemented onto ns-2 simulator [9]. In this simulation, 8
TFRC flows, 4 omniscient TCP flows, and 4 TCP flows share the 100 ms-long,
1.5 Mbps bottleneck link, where the term omniscient TCP is referred to an ideal
TCP user having precise knowledge of the cause of every packet loss. Therefore,
the omniscient TCP protocol does not decrease its sending rates owing to the
packet losses occurred in the wireless link [12]. However, the conventional TFRC
flows reduce the sending rates in response to the packet losses occurred in the
wireless link. These losses are generated by a two-state Markov chain model with
the average PLR of 0.05 and average burst length of 1.5. If all flows fairly share
the backbone capacity, each flow will have average 93.75 Kbps (1.5 Mbps/16
flows) of the overall available bandwidth because 16 flows share the bottleneck
link. From experimental results, we note that the TFRC flows produce the low
and unfair throughput performance, since the TFRC flows reduce their sending
rates according to the end-to-end packet loss statistics received from the stream-
ing clients. Fig. 7 illustrates the average throughput of TCP and TFRC flows. In
this figure, TCP throughput is calculated by averaging the throughput of both
4 TCP flows and 4 omniscient TCP flows. It is observed that the throughput
of TFRC flows is degraded whenever packet losses are generated in the wire-
less link. That is, TFRC scheme can not be directly applicable to a wireless
network because there is no way to distinguish congestion losses from wireless
losses.

Bottleneck link
R1 R2

R3

TCP

Omniscient 
TCP

TFRC

1.5Mbps, 100ms

Wireless hop

20ms
20ms

6Mbps, 
5ms

25ms

TFRC

Omniscient 
TCP

TCP

R0

Wireless hop

6Mbps, 
5ms

25ms

Fig. 1. Network scenario for the study of traditional TFRC and proposed TFRC models
over wireless link
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3 Proposed Wireless Measurement Based TFRC
(WM-TFRC) System

Fig. 2 shows that the proposed wireless measurement based TFRC streaming
system, called WM-TFRC, transmits video streams to the streaming clients for
the integration service which enables transfer of data between a station on an
IEEE 802.11 LAN and a station on an integrated IEEE 802.x LAN. RTS/CTS
signaling messages in IEEE 802.11 wireless LAN are commonly used to reduce
the collision caused by the hidden node problem [1]. Thus, the collisions of
video packets are rarely occurred in the infrastructure networks. We assume that
the packet losses in the first-hop and/or last-hop wireless network are caused
by the unreliable wireless channel status. In this video streaming system, the
streaming server, client, and AP(s) have an additional module, so called the
wireless adaptation layer (WAL) that can be seen as an OSI 2.5 layer. This
layer is used for service provisioning at the link layer. The WAL monitors the
incoming traffics of all video sessions and sends the feedback messages including
the packet loss statistics back to senders periodically. To request these packet
loss statistics to the WAL module on AP, both the streaming server and client
should know if they are connected to wireless channel link. The case of the first-
hop wireless channel is firstly described. Then, the case of the last-hop wireless
channel is presented. To collect each wireless channel information, the streaming
server and client has a respective PLR acquisition process using WAL packets.
After obtaining both end-to-end PLR and wireless PLR information by using
RTCP and WAL, congestion related PLR is calculated and utilized to generate
TCP-friendly rates on the streaming server.

Wireless station
(Streaming client)

Wired network

Wired station
(Streaming server)

RTP(multimedia stream)

SR-RTCP
(SSRC, RTP timestamp, sender s packet count, sender s octet count etc.)
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(            , timestamp)
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Fig. 2. Proposed wireless video streaming system implemented over IEEE 802.11 wire-
less LAN
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3.1 WM-TFRC over First-Hop Wireless Link

As shown in Fig. 2, the streaming server transmits real time protocol (RTP)-
based video streams through wireless and wired channel to the streaming client
[13]. In the general RTP/UDP/IP transmission environments, the channel in-
formation is reported to the sender by RTCP. At the streaming server side,
RTCP and WAL-request packets are transferred successively every periodic time
δ. The WAL layer on AP adjacent streaming server counts the number of re-
ceived packets (N i

FWAL) during ith PLR measurement period. To obtain wire-
less PLR (P̄ i

FWAL) in the first-hop wireless link, the streaming server requests
N i

FWAL by using WAL-request packet which is immediately transmitted after
ith sender report RTCP (SR-RTCP) packet [13]. The WAL-request packet con-
sists of session fields such as IP addresses and port numbers of both server
and client to identify each streaming session. When the WAL layer on AP re-
ceives the ith WAL-request packet, the WAL immediately sends N i

FWAL to the
streaming server. Then, the server calculates the P̄ i

FWAL which can be defined as
1− N i

FWAL/N i
Server , where N i

Server is the number of all RTP packets sent from
the streaming server during ith PLR measurement period. Then, the wireless
streaming server calculates the smoothed current wireless PLR P̃ i

FWAL occurred
in the first-hop wireless link. On the other hand, the other packet loss informa-
tion P̃ i

RTCP is obtained from the returned ith receiver-report RTCP (RR-RTCP)
packets [13]. P̃ i

RTCP is end-to-end PLR caused by both unreliable error-prone
wireless channel and traffic congestion in the wired network. In this work, the
RTCP transmission period δ is set to 1 sec by default [7]. When WAL and RTCP
feedback packets are received, two PLRs are smoothed by

P̃ i
FWAL = αP̃ i

FWAL + (1 − α)P̄ i
FWAL (1)

P̃ i
RTCP = αP̃ i

RTCP + (1 − α)P̄ i
RTCP , (2)

where α is the weight parameter which is set to 0.95 currently [3, 4, 11].

3.2 WM-TFRC over Last-Hop Wireless Link

The WAL on the client-sided AP has the same functions of monitoring the in-
coming traffics of all streaming sessions and counting the number of received
packets (N i

LWAL) during ith PLR measurement period. To obtain wired conges-
tion PLR, the streaming client requests N i

LWAL by using WAL-request packet,
as soon as ith SR-RTCP packet arrived at the client. In addition, timestamp field
is required to calculate an local RTT of WAL packets (TLWAL) over the last-hop
wireless link. Fig. 3 shows the PLR acquisition process using WAL packets. When
the WAL layer on AP receives the ith WAL-request packet at time T , the WAL
layer sends N i

LWAL counted until time T −TLWAL to the streaming client. Then,
the client calculates the P̄ i

LWAL which can be defined as 1 − N i
LWAL/N i

Server ,
where N i

Server is simply obtained by using a value of sender’s packet count field of
SR-RTCP packet [13]. Therefore, P̄ i

LWAL implies the PLR occurred at between
the streaming server and AP adjacent to the streaming client. As a result, the
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Fig. 3. Network measurement method based on the echoed RTCP and WAL messages
which convey the packet loss statistics and round trip time information

streaming client can collect both P̄ i
LWAL and end-to-end PLR P̄ i

RTCP calculated
at the RTP level of the client. These two PLRs are transferred into streaming
server by using RR-RTCP packet. When P̄ i

WAL is gathered, it is smoothed by

P̃ i
LWAL = αP̃ i

LWAL + (1 − α)P̄ i
LWAL. (3)

Now, the streaming server has three smoothed PLR information, i.e., P̃ i
FWAL,

P̃ i
RTCP , and P̃ i

LWAL. As mentioned earlier, we assumed that wireless channel(s)
exist only first-hop and/or last-hop link. When both the first-hop and last-hop
are wireless channels, the congestion PLR is determined by

P̃ i
WAL = max(P̃ i

LWAL − P̃ i
FWAL, 0).

In addition, if the only wireless channel exists on the first-hop or last-hop,
the congestion PLR is respectively determined by

P̃ i
WAL = max(P̃ i

RTCP − P̃ i
BWAL, 0)

or P̃ i
WAL = max(P̃ i

RTCP − P̃ i
FWAL, 0). (4)

As a result, TCP-friendly rate Trate using TCP throughput equation is de-
fined as

Trate =
MTU

RTT

√
2P̃ i

W AL

3 + To

√
27
8 P̃ i

WAL(1 + 32(P̃ i
WAL)2)

. (5)

This gives an upper bound on the sending rate Trate in bytes/sec, where
MTU is the maximum transmission unit (packet size), To is the retransmission
time out, and RTT is the round trip time obtained from RR-RTCP packets
sent from the client. That is to say, the target rate Trate can be calculated by
using P̃ i

LWAL regardless of the wireless losses [3]. Fig. 3 shows RTT computation
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Table 1. Simulation parameters for traditional and WM-TFRC experiments over the
wired/wireless integration network environment

Experiment condition parameter value

Packet size 1024 bytes
TFRC History factor in EWMA 0.75

Decay factor in RTT 0.95

TCP Packet size 1024 bytes
Window size 20

Router Buffering management RED
(R1,R2) Buffer size 50

process expressed as RTT = A − LSR − DLSR, where A is the arrival time of
RR-RTCP packet at the server, LSR is the transmission starting time of the last
SR-RTCP packet from the server, and DLSR is the delay time between receiving
the last SR-RTCP from server and sending the RR-RTCP [13]. DLSR includes
the elapsed time to exchange WAL packets over the wireless local network.

Now, the multimedia streaming traffics generated with the transmission rate
of Trate can share fairly the bottleneck link with TCP traffics. This scheme does
not only make wireless losses transparent to the sender, but also provide the
opportunity for the sender to explicitly react at the application level to wireless
losses (e.g., source coding and channel coding) [5]. The wireless PLR which can
be defined as P̃ i

wireless = max(P̃ i
RTCP − P̃ i

WAL, 0).

4 Experimental Results

In Sect. 2, the simulation network topology of ns-2 has been introduced to eval-
uate the throughput performance of TFRC traveling through the wireless link
with the packet loss distribution shown in Fig. 4. In this network topology, 8
TFRC flows are replaced by 8 flows of the proposed WM-TFRC. For the sim-
ulation of omniscient and background TCP flows, the parameters are set as in

Fig. 4. Packet loss ratio generated by a two-state Markov chain model with the average
PLR of 0.05 and average burst length of 1.5



TCP-Friendly Congestion Control 497

Fig. 5. Throughput traces of WM-TFRC and TCP sample flows traveling through the
wireless link

Table 1. Thus, the WM-TFRC flows share the backbone link with the omniscient
TCP and background TCP traffics and travel through the wireless link.

Fig. 5 illustrates the throughput traces of WM-TFRC and TCP sample flows
traveling through the wireless link. The WM-TFRC flows equally share the
bottleneck bandwidth with TCP flows. That is, WM-TFRC flows are almost
TCP-friendly with the rate of 93.75 Kbps, while the throughput of the origi-
nal TFRC flows are significantly reduced by the packet losses in the wireless
link. It is clear that WM-TFRC can observe the wireless and wired packet loss
information and properly measure the packet losses occurred by the network
congestion at the bottleneck link. Also, it is observed that WM-TFRC’s rate
fluctuation is lower than TCP flow, making it more appropriate for streaming
applications which require constant video quality. Fig. 8 depicts the average
throughput results of 8 WM-TFRC flows and 8 TCP flows. As compared with
the original TFRC flows shown in Fig. 7, throughput of WM-TFRC flows are
almost equal to that of TCP flows with more than 93% equivalence ratio ER
in a long-term average sense. ER is expressed by min(Rtfrc/Rtcp, Rtcp/Rtfrc),
where Rtfrc and Rtcp are the average throughput of TFRC and TCP flows,
respectively [4].

Another simulation result is depicted to compare the fairness performance
with the other LDA methods. For this experiment, 4 omniscient TFRC flows are
transferred instead of 4 proposed TFRC flows on the simulation network topol-
ogy shown in Fig. 1. These omniscient TFRC flows do not decrease their sending
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Fig. 6. Average throughput traces of 8 WM-TFRC and 8 omniscient TFRC flows
traveling through the wireless link

Fig. 7. Average throughput of 8 TFRC and 8 TCP flows traveling through the wireless
link
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Fig. 8. Average throughput of 8 WM-TFRC and 8 TCP flows traveling through the
wireless link

rates owing to the packet losses occurred in the wireless link. The omniscient
TFRC can represent the ideal ECN based TFRC method. Figure 6 shows that
the proposed TFRC and omniscient TFRC share the bottleneck link fairly with
TCP flows. The average throughput of both proposed WM-TFRC and omni-
scient TFRC flows is almost equal to that of TCP flows with more than 93%
equivalence ratio ER in a long-term average sense. Thus, we can conclude that
the proposed WM-TFRC using WAL packets produces the TCP-friendly rate
by effectively eliminating the effect of wireless losses.

5 Conclusions

In this paper, it is shown that the proposed TFRC called WM-TFRC can
distinguish congestion losses from wireless losses by obtaining two types of
packet losses from AP and streaming client. Thus, WM-TFRC streaming sys-
tem can share fairly the bottleneck link with TCP flows over heterogeneous
wired/wireless networks. Moreover, in the time-varying error prone wireless link,
the quality degradation of video streaming is expected to be significantly re-
duced when the proposed TCP-friendly rate-adaptation mechanism is incorpo-
rated with the error-resilient video coding methods. With the growing popularity
of hand-held devices and wireless LANs, proving good network service guaran-
tees for real-time video traffic will be more significant, and TCP-friendly flow
control over the heterogeneous wired/wireless IP network could be a step towards
that goal.
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Abstract. In order to provide the QoS (Quality of Service) effectively to
the network-based media applications consuming large bandwidth (e.g.,
video conferencing), the service providers of QoS-provisioned networks
should allow customers to reserve their resources in advance. The service
provider, however, should also provide conventional reservations (gener-
ally known as immediate reservations) that do not specify session du-
ration. To adaptively control the amount of sharable resources between
resource partitions for the respective immediate and advance reserva-
tions, in this paper, we propose a balanced revenue-based resource shar-
ing scheme that maintains expected revenue within a pre-defined range
while minimizing the management overhead. By analyzing the relation-
ship between the revenue and the amount of resources under conflict
(i.e., immediately reserved flows should be preempted to make room for
advance reservation flows), we control the trade-off. That is, a resource
boundary between two types of reservations is dynamically adjusted by a
weighting parameter that represents the sharing modes for the expected
revenue: aggressive and conservative. Network simulation results show
that the proposed scheme exhibits enhanced performance (i.e., stabi-
lized revenue and low management overhead) in comparison to alterna-
tive schemes, especially when the demand for two types of reservations
varies.

Keywords: Resource sharing, advance and immediate reservation, in-
definite session duration, service revenue, and QoS provisioning.

1 Introduction

To guarantee the QoS (Quality of Service) of the deployed applications in a
resource-sharing environment like the Internet, resources should be reserved prior
to the actual use. Traditionally, resource reservation has been handled by a re-
source manager whose well-known function is an admission control. Moreover,
majority of reservations have been immediate. That is, the request to reserve re-
sources is made immediately before it needs to use the resources. We denote this
type of reservation as IR (immediate reservation). Another type of reservations
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that books resources ahead is denoted as AR (advance reservation). Usually,
to secure the required resources, the QoS-stringent applications need to reserve
resources in advance [1]. These AR requests generally notify not only the re-
quired amount of resources but also the detailed session information (i.e., actual
start time and duration) to the resource manager. For example, this kind of
advance reservation is commonly observed in pre-scheduled multi-party video
conferences [2].

(a) Static partition. (b) Complete sharing.

Fig. 1. Problems of the resource management with two types of reservations

To handle both types of reservations, the resource manager has now been
facing several challenges. One of them caused by the indefinite session duration
of the IR requests. Most previous researches on the admission control have not
considered the session duration of the IR requests. How to check weather it
could be accepted with the requested resources at the moment that the request
is invoked has been the focus of IR-only admission control [3]. Thus, so far,
the studies on the resource management with AR requests have been propos-
ing several ways. The simple choice is to statically partition the whole resource
pool for each type of reservations, which is denoted as SP (static partitioning)
scheme. It, however, leads to under-utilized resources, since the reservation re-
quest is rejected even when the other resource partition stays idle (Figure 1(a)).
Another extreme choice is to completely share the resource pool. This CS (com-
plete sharing) scheme allows sharing at the possible cost of so-called conflict,
which means the overlap caused by the indefinite session duration of IR requests
(Figure 1(b)). This conflict degrades the QoS of application, even through the
resource utilization may be improved nominally. Of course, if the resource man-
ager can avoid the conflicts completely, the CS scheme becomes ideal (if we can
ignore the management overhead of the resource manager). In this way, there
is a trade-off between resource utilization and QoS guarantee (or management
overhead) [16, 4].

As a compromise, in this paper, we propose a resource sharing scheme that
attempts to balance the trade-off based on the expected revenue. The revenue
is defined in this paper as the total amount of money that is earned by the
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service provider after excluding the provisioning cost for the resources. It essen-
tially depends on the pricing policy and should include the amount of resource
experienced the QoS degradations (i.e., conflicted) as well as served well. To
make balanced resource sharing, the resource manager dynamically changes the
sharing mode by using a resource boundary. For example, when the achievable
revenue is smaller than the expected, it becomes aggressive and the sharing mode
shifts toward the CS scheme in order to increase the revenue. If the expected
revenue is set reasonably, this shift is a proper methodology because the resource
manager may create extra revenue by promoting the sharing of under-utilized
resources. In this paper, we intend to keep the revenue higher than a pre-defined
threshold by controlling the resource boundary. On the contrary, the proposed
scheme can shift toward conservative sharing (i.e., SP scheme), since the exces-
sive sharing may cause negative impact on the revenue as well as introducing
extra management overhead. To guide this in an effective manner, we define a
simple function that dynamically changes the resource boundary according to
the chosen weighting parameter. Network simulation results show that the pro-
posed scheme exhibits enhanced performance (i,e, stabilized revenue and low
management overhead) in comparison to alternative schemes, especially when
the demands for two types of reservations varies.

This paper is organized as follows. In Section 2, we review relevant works
on the resource management with the AR request. We then consider the service
revenue after reviewing the underlying assumptions in Section 3. The proposed
resource management scheme is presented in Section 4 and the simulation results
follow in Section 5. Finally, we conclude this paper in Section 6.

2 Related Work

Early works on the resource management with the AR request have been con-
centrating on the prerequisites to support such mechanisms as an admission
control [4], while others have proposed and implemented architectures based
on an agent (e.g., bandwidth broker) to verify feasibility [5, 6]. Regarding the
agent implementation, many other works extend existing signaling protocols
(e.g., RSVP [7], ST-II [8]) to provide reservation functionality over the Internet.
The impact of AR requests on the dynamic routing in a network is also discussed
in [9]. Note that early works in this area have been concerned with the static
routing infrastructure. The AR proposals running on MPLS-aware core network
have recently appeared to address an effective traffic engineering [10]. To store
the reservation status, an array scheme is examined and compared with a tree-
based scheme in [12]. The results verify that the array scheme is better in terms
of computation time and memory efficiency.

While the above works have been focusing on the implementation-side issues
of the AR mechanism, other approaches consider the aspects such as resource
utilization, user utility, and revenue. In [10,11], flexible reservation requests are
defined to dynamically modify the reservation parameters (i.e., start and end
time of the session, and required bandwidth) when a link capacity is insufficient
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to accept the request. However, there has been no discussion on the QoS degra-
dation due to modified reservation requests, even though the flexible reservation
requests enhance overall resource utilization and acceptance rate. The degrada-
tion of QoS and the interruption of accepted requests are studied in [13,14]. The
authors commonly define utility functions reflecting the type of applications and
propose a heuristic resource allocation scheme that maximizes the overall served
utility (as in [13]) and user satisfaction (as in [14]). In comparison, in this paper,
we consider the benefit of service provider by introducing the notion of revenue
to support the AR requests. The proposed scheme dynamically switches resource
sharing mode according to the expected revenue of the service provider. For this,
we analyze a quantitative relationship between price and cost of the resources.

In [15], the analysis on the problems that can be introduced due to indefinite
session duration of IR requests is performed. The authors proposes an admission
control through a mathematical modelling, which approximates the probabil-
ity of interruption of IR requests (similar to the notion of conflict). To avoid
the conflict between reservation requests, a safety margin is used along with
time axis [16, 17]. Similar to this, in [5], the authors use the lookahead time to
show that the overall resource utilization is affected by difference in ranges of
the lookahead. However, they lack to discuss about determining proper range
of lookahead with varying demand. On the contrary, in this paper, we define
a dynamic resource boundary that sets the resource margin representing the
amount of sharable resource. In [18, 19], we can find several resource allocation
algorithms that determine the resource boundary based on the demand. In this
paper, we use a simplified version of equation in [19] so as to decide the dynamic
resource boundary presented.

3 Advance Reservation Model

3.1 Environmental Assumptions

We start the discussion of the proposed resource sharing scheme by noting several
environmental assumptions. The main focus of this paper is how to effectively
handle both types of reservation requests with fixed amount of given resources.
We, firstly, assume that there is a resource manager (or a bandwidth broker)
assigning bandwidth to the reservation requests along with static routing path
within its management domain. We also assume that each reservation request
has strict QoS requirements. Hence, the modification of reservation parameters
is not allowed and reserved resource is fully utilized by the request. For the sake
of simplicity, the priority policy used is that the AR requests have higher priority
than IR ones when the conflict happens. The IR requests can be interrupted and
they can undergo QoS degradations. Note that the priority of the AR request is
set to reflect that the AR helps the resource manager to schedule the resource
pool. In this paper, we define non-bookable duration (Δ) 1 as a minimum time
gap between present and actual start time of the AR request.
1 In [5], it is mentioned as ‘bookahead time’.
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(a) Fine granule. (b) Coarse granule.

Fig. 2. Time slot table with different time granule

To provide and manage the AR requests, the resource manager has to know
their session information. Using this information, the resource manager schedules
and allocates the resources with time slot table. The time slot table (based on
the array proposed in [12]) stores the status of reserved resources in advance.
In this process, the resource manager has to determine proper time granule for
the time slot table in order to consider the management overhead and memory
efficiency. Figure 2 shows the effect on the management overhead (e.g., number
of slots) according to the difference in time granules. However, in this paper, we
simply assume that the time granule is 1 second to concentrate our focus. In
addition, we assume that the Δ is 30 seconds.

3.2 Revenue for Reservation Service

To the service provider, the main purpose of reservation service is to earn the
revenue. For this, the service provider has to determine the amount of resources
that has to be provisioned and the prices of those resources. A simple formula
for the revenue (�) is

� = Bavg · p − Bprovision · cprovision. (1)

where Bprovision is the provisioned link capacity, Bavg is the averaged amount of
utilized link capacity, p is the resource price per unit resource, and cprovision is the
provisioning cost per unit resource, respectively. If we assume that Bprovision is
statically determined and Bavg is λ % of the Bprovision, the relationship between
p and cprovision should satisfy Eq. 2 for a positive revenue.

p ≥ (Bprovision · cprovision)/(Bavg),

≥ cprovision · ( λ

100
)−1. (2)

In this paper, we assume that the service provider expects their utilization
rate of the provisioned resources as λ % and determines a price policy satisfying
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Eq. 2. In addition, when the conflict happens, the resource manager interrupts
the latest IR request in order to guarantee the QoS of AR requests. The resource
dedicated to the IR request is returned to the resource pool for the AR requests.
Hence the service provider has to consider a penalty for the reservation failure,
which is related with the IR request forced to be eliminated. If we consider the
penalty as the provisioning cost for wasted resources, a formula for the effective
revenue can be written as

�effective = � − (Binterrupt · cinterrupt). (3)

where Binterrupt is the interrupted amount of resource and cinterrupt is the cost
per interrupted unit resource, respectively.

4 Admission Control with Revenue-Based Resource
Sharing

As already discussed, the AR requests have to notify their session information as
well as the required amount of resources (ARi = {tsi , t

e
i , bi}). This information

is stored in the time slot table after the admission. By referring to this time
slot table, the resource manager can easily check the resource availability at
given time instance. However, in case of IR requests, it is difficult to confirm the
resource availability in advance since the IR requests only notify the amount of
required bandwidth (IRj = {bj}).

To avoid the conflict as much as possible, the resource manager restrictively
shares the resources using the dynamic resource boundary. By settling down
(i.e., fixing) the resource allocation for AR requests, it is possible to check the
resource availability within Δ 2. Now, the possible cause of conflict is the IR
requests only. To control the potential risk of conflict, the proposed scheme
adaptively changes (every Δ) the resource boundary according to the expected
revenue guideline. Figure 3 describes the proposed admission control algorithm,
where Cimm and Cadv are the initially-provisioned link capacities for IR and
AR requests, respectively. Also, Bimm and Badv are the available bandwidths to
check the admissibility of IR and AR requests, respectively. Bsha is the sharable
bandwidth from the AR resource pool and R(t) represents the actually reserved
bandwidth for AR requests. R̄(t) presents the virtual envelop of R(t) and it is
called as resource boundary. ζ is the weighting parameter used in controlling the
dynamic resource boundary.

4.1 Resource Boundary for the Sharable Resource

To separate the resource pool for each reservation type and adaptively adjust the
separation, we utilize a simple function generating decision threshold value as in
Eq. 4. By using this, the resource manager can determine a resource boundary,
2 Requests made Δ(sec) earlier than their start time are regarded as advance

reservations.
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INITIAL STAGE:
Set Parameters.

Badv := Cadv;
Bimm := Cimm;
Bsha := 0;

Call Resource Boundary Decision Function at t0;

Resource Boundary Decision(R(t), ζ):
Every Δ do

find R̄(t) that minimize the Dth;
UPDATE R̄(t);

Admission for Imm request(bj):
UPDATE Bsha = Badv − R̄(t);
if bj ≤ Bimm then

UPDATE Bimm = Bimm − bj ;
ACCEPT request;
BREAK;

else if bj ≤ Bimm + Bsha then
UPDATE Bimm = Bimm − bj ;
ACCEPT & INSERT request to preemption list;
BREAK;

else REJECT request;

Admission for Adv request(ts
i , te

i , bi):
if ts

i ≤ tp+Δ then
REJECT request;
BREAK;

else if bi ≤ min {Badv-R(t)}, where t ∈ [ts
i , te

i ] then
UPDATE time slot table; (Add bi within t ∈ [ts

i , te
i ])

ACCEPT request;
BREAK;

else REJECT request;

Fig. 3. The proposed admission control algorithm with dynamic resource boundary

(R̄(t)), that minimizes decision threshold (Dth) by comparing with the status of
the actual reservation, (R(t)), using time slot information within Δ.

Dth(R(t), ζ) = ζ × nR̄(t) + (1 − ζ) ×
∫ tp+Δ

tp

[R̄(t) − R(t)]dt,

where tp is the present time. The Dth is determined by considering two issues:
the variation number of resource boundary (nR̄(t)) and the difference amount
between resource boundary and actually reserved resource (R̄(t) − R(t)). The
decision threshold is calculated with the weighting parameter (ζ). As ζ increases,
resource boundary tends to be static (i.e., conservative). In contrast, when ζ
decreases, resource boundary tends to change aggressively. Figure 4 shows the
sample traces of the resource boundary determined according to ζ.

4.2 Resource Sharing with Dynamic Resource Boundary

The proposed resource sharing scheme sets the resource boundary based on the
status of resource allocation (stored in the time slot table) and the weighting
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(a) ζ = 0.8. (b) ζ = 0.2.

Fig. 4. Sample traces of the resource boundary according to the weighting parameter

parameter. Determined resource boundary provides guideline about available
resources for the IR requests through sharing, since remaining resource within
Δ could not be utilized by the AR requests.

As presented in Figure 3, when the resource manager receives an IR request, it
checks for the resource availability at that time instance. If the available resource
from its own pool is not sufficient, it once more checks resources that can be
shared without rejecting the request. If the IR request is acceptable through the
resource sharing, then the information about the IR request is stored with an
order index. Later when the conflict occurs, the IR request is interrupted with the
indexed order and allocated resources are returned to the resource pool. Hence
the interruption rate of the IR requests is directly related to the management
overhead of the resource manager.

The proposed scheme periodically checks the average reserved resources for
the AR requests (BAR) within Δ and determines the resource boundary. If BAR

is greater than λ % of the provisioned link capacity, the resource manager deter-
mines flat resource boundary by setting the weighting parameter as ζ = 1.0. In
this case, because the service provider already achieves a positive revenue within
Δ, there is no need to set the dynamic resource boundary to share the remaining
resources for the IR requests with the risk of possible conflict. When the BAR is
smaller than λ % of the provisioned link capacity, however, the resource manager
sets the dynamic resource boundary to make more revenue by setting the weight
parameter according to Eq. 4.

ζ =

{
BAR · λ−1 0 ≤ BAR ≤ λ,

1.0 λ < BAR ≤ 100.
(4)

As the average resource utilization for the AR requests is low, the risk of
conflict becomes relatively low. Hence the proposed scheme can achieve an ef-
fective resource sharing with low rate of conflict. Note that we assume that the
returned resources from interrupted IR requests have no contribution to the
revenue.
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5 Simulation

We evaluate the performance of the proposed scheme with simulation parame-
ters shown in Table 1. Simulation results are compared using several evaluation
metrics like resource utilization and management overhead incurred by the re-
source manager. In addition, to verify the feasible aspect, we compare the packet
loss rate under assumption that the resource manager has no capability to check
the conflicts and interrupt the IR requests.

Table 1. Simulation parameters

AR requests IR requests

Traffic source UDP/CBR
Session time[sec] Exponential distribution

Arrival rate[requests/sec] 0.34 0.17
Mean bandwidth[kpbs] 450 300
Link capacity[Mbps] 2.0 1.5

Simulation time 100000 seconds

5.1 Resource Utilization

To make a reasonable evaluation, we use the effective service revenue rate(Θ) as
in Eq. 5 instead of using resource utilization directly. For the sake of simplicity,
in this simulation, we assume that p is equal to the right-hand side of Eq. 2
and cinterrupt is double of p. We also set the expected average utilization rate of
resources (λ) as 50 % in the simulations.

Θ(%) =
�effective

BWprovision × (p − cprovision)
× 100. (5)

In the first simulation summarized in Figure 5(a), we set the mean session du-
ration of IR requests (dIR) as 5 seconds. The simulation results compare the
proposed scheme to alternative schemes such as SP, CS, and lookahead with two
fixed ranges (10, 40 sec) 3. The comparison is made over mean-varying session
duration of AR requests from 5 to 55 sec. Since the mean session duration of IR
requests is relatively short, we can expect that the conflict rate becomes rela-
tively low. It means that, comparing with other schemes, the CS scheme makes
more revenue through resource sharing. However, in case of the SP scheme, the
expected revenue of IR requests is limited in its resource partition and the sim-
ulation result shows that it has the lowest revenue as we expected. In case of
the lookahead scheme, we can observe that the lookahead with short range has
better performance than long range one under light demand.

To confirm on what merits the proposed scheme has, we set the mean session
duration of IR requests (dIR) as 55 seconds in the second simulation
3 The CS scheme can be regarded as a lookahead scheme with zero range and the SP

scheme can be regarded as a lookahead scheme with infinite range.
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(a) Mean session duration of
IR requests: 5 sec.

(b) Mean session duration of
IR requests: 55 sec.

Fig. 5. Effective revenue rate (Θ %)

(Figure 5(b)). In this case, because the mean session duration is relatively long,
the conflict rate becomes higher than in the former case. It means that most
of allocated resource to the IR requests may be interrupted, and hence the CS
scheme has relatively lower effective revenue rate than the former one. On the
contrary, the SP scheme gets more revenue with higher resource utilization of IR
requests since it originally prohibits the resource sharing. One among interesting
results is that the performance of lookahead scheme is reversed under heavy de-
mand comparing to the former case. With the proposed resource sharing scheme,
however, we can confirm that it provides relatively stabilized effective revenue
comparing to other schemes even though the demand of resources is varied.
Note that, since the resource utilization is directly related to the revenue of the
service provider, the stabilized utilization is meaningful. Consequently, we can
assert that the proposed scheme has relatively good performance in the resource
sharing, especially with the advance reservation support.

5.2 Management Overhead and Feasibility

The interruption of IR requests is closely related to the management overhead of
the resource manager that is responsible to guarantee the QoS (i.e., to guarantee
the reserved resource). In this sense, the SP scheme actually has no manage-
ment overhead, since it fundamentally prohibits the resource sharing. However,
the CS scheme suffers form the management overhead as the overall demand
of resource reservations increases. As shown in Table 2, the proposed resource
sharing scheme achieves lower interruption rate for IR requests than the CS
scheme. It means that the proposed scheme effectively shares the resource pool
with low management overhead. Note that the lookahead schemes has relative
large variations according to the mean session duration of the IR requests and
it has no capability to adapt to those variations.

Table 3 shows packet loss rate under assumption that the resource manager
has no capability to check the conflict and interrupt the request (i.e., the resource
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Table 2. Mean interruption rate(%) of accepted IR requests

dIR = 5 sec dIR = 55 sec

Proposed scheme 0.46 11.71
SP scheme 0.00 0.00
CS scheme 3.44 34.13

Look-ahead (10 sec) 3.70 28.89
Look-ahead (40 sec) 0.05 0.94

Table 3. Mean packet loss rate(%) with no interruption

dIR = 5 sec dIR = 55 sec
Proposed scheme 0.02 2.17

SP scheme 0.00 0.00
CS scheme 0.11 8.71

Look-ahead (10 sec) 3.99 29.74
Look-ahead (40 sec) 0.09 0.32

manager has no management overhead in a sense of the conflicts). The proposed
scheme has much lower packet loss rate comparing to alternative schemes, even
thought there is no handling for the conflicts. While the lookahead scheme with
long range has also good performance, it has no adaptation capability for the
varying demand as we discussed. From this, we can verify the feasible aspect of
the proposed resource sharing scheme in practice.

6 Conclusion

In this paper, we have proposed the balanced revenue-based resource sharing
scheme to support both types of reservation request: advance and immediate.
To handle the potential conflict caused by sharing, we use the dynamic resource
boundary that controls the trade-off. By analyzing the revenue notion of service
provider, the proposed scheme adaptively changes its resource boundary to sus-
tain the expected revenue within a preset margin. The simulation results verify
that the proposed scheme provides not only relatively stabilized resource uti-
lization but also low management overhead. Further analysis, related with user
utility and prioritized reservation requests, will be pursued in future works.
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Abstract. Recently, various three-dimensional(3-D) mesh coding schemes have 
been proposed to improve compression efficiency or error resilience. However, 
we need to consider both coding efficiency and error resilience when we send 
3-D mesh data over bandwidth-limited transmission channels. In this paper, we 
propose a sequential mesh coding algorithm using the vertex pedigree based on 
the wave partitioning. After a 3-D mesh model is partitioned into several small 
processing blocks (SPB) using wave partitioning, we obtain vertices for each 
SPB along circumferences defined by outer edges of the attached triangles. 
Once all the vertices within each circumference are arranged into one line, we 
can encode the mesh model. Computer simulations show that the proposed al-
gorithm provides both higher error resilience and improved coding efficiency.  

1   Introduction 

In recent days, three-dimensional (3-D) synthetic VRML models have been used in 
various applications, such as computer animation, computer vision, and studio graphic 
design. However, such mesh representation has a problem that 3-D objects with fine 
details have an excessive amount of data. Therefore, compression of mesh models is 
necessary to transmit them efficiently over a bandwidth-limited transmission  
channels.  

Hoppe proposed a progressive mesh coding algorithm using mesh optimization to 
represent a 3-D model by a base mesh and vertex split variables; thus, the model can 
be shown in a progressive way using mesh simplification [1]. Taubin and Rossignac 
proposed a topological surgery method using vertex and triangle spanning trees to 
encode the connectivity and geometry data [2]. Touma and Gotsman improved coding 
efficiency of triangle mesh compression through traversal ordering using vertex de-
grees [3]. These schemes have focused on mesh compression and mesh simplification. 
If any bit errors occur during the transmission of 3-D model data, the reconstructed 
model can be severely damaged. Yan et al. suggested a robust coding scheme for 3-D 
graphic models using mesh segmentation and data partitioning, where the mesh model 
is partitioned and each partitioned mesh is encoded and transmitted in the packet to 
enhance error resilience. However, they did not consider coding efficiency seriously 
[4][5][6].  
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In this paper, we propose a sequential mesh coding scheme using wave partition-
ing, aiming at both coding efficiency and error resilience [10][11]. After we partition 
a 3-D mesh model into several pieces, we define a mother vertex and its son vertices 
based on their topological relationship. We describe this relationship in detail in 
Chapter 3. Then, we encode the 3-D mesh model based on the index difference of 
each mother vertex of the current vertex and the next vertex with additional parame-
ters, which is described in Chapter 4.  

2   Wave Partitioning 

In general, mesh partitioning and mesh segmentation techniques are used to divide the 
3-D model into a set of small independent parts. Even though errors occur in one part, 
they will not affect the decoding of other parts in the model because the errors are 
limited to one part rather than the whole model. Therefore, when the channel error 
rate is high, mesh partitioning and mesh segmentation schemes are very effective. In 
the proposed algorithm, after the 3-D input model is partitioned, each partitioned unit 
is separated to several small processing block units. Encoding and decoding opera-
tions are performed on these small processing block units. 

2.1   Basic Principle 

The wave partitioning is simply based on the natural wave phenomenon that one drop 
of water is dropped on the water surface and spreads out, making circles in the lake.  
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Fig. 1.  SPB Formation Using Wave Partitioning 

In the wave partitioning, an initial triangle is chosen and a number of triangles are 
attached to the initial triangle along the arrow direction. As shown in Fig. 1, triangles 
A which are sharing edges of the initial triangle, triangles B which are sharing edges 
of the triangles A, triangles C which are sharing edges of the triangles B, are attached 
to the initial triangle consecutively. Some attached triangles from the initial triangle 
consist of one partitioned part of the model.  

This partitioned part of the model is called as SPB(Small Processing Block). In or-
der to obtain a uniform size of SPB, we place two initial triangles on both ends of the 
model. After the whole model is divided into half, each part can be partitioned into 
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Vk

Vi

Vi+2

Vi+1

Vi-1

A SPB

B SPB 

several SPBs recursively. If we place one initial triangle on the model, the model is 
not partitioned into several pieces. 

2.2   Modified Boundary Smoothing (MBS) 

In order to reduce the boundary length and the processing complexity as much as 
possible, we apply a boundary smoothing algorithm [4].  As illustrated in Fig. 2, holes 
in one separate SPB can be filled up by projected triangles from its adjacent SPB. If 
there are N vertices on the SPB boundary and the model is partitioned into A SPB and 
B SPB in Fig. 2, choose one of these N vertices (vi) in SPB A and vk on the boundary 
except vi-1 and vi+1. Check whether there exist the edge (vi,vk) and the path (vi  vi-1  
vk) in SPB A.  If there are (vi,vk) and (vi  vi-1  vk) in SPB A, we regard that there 
exists a hole in SPB B. By removing the path (vi  vi-1  vk) from the boundary in SPB 
A and adding the edge (vi,vk) into the boundary in SPB B, holes in SPB B are filled up 
by triangles in SPB A.  

 

Fig. 2. Modified Boundary Smoothing Scheme 

When we partition a mesh model into several SPBs by using the wave partitioning, 
the partitioned SPB can be described, as shown in Fig. 3(a). The bold lines in  
Fig. 3(a)(b) are defined as the Rank in the SPB.  

Rank 1

Rank 2

               

R ank 1

R ank 2

R ank 3

 

(a) Before MBS                                        (b) After MBS 

Fig. 3. Modified Boundary Smoothing Scheme 

If we apply the boundary smoothing scheme [4] to the partitioned SPB, small dot-
ted triangles are attached to the partitioned SPB, as shown in Fig. 3(b). However, the 
outer line does not construct the rank. We add the long dotted triangles to the  
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partitioned SPB which are already applied by the boundary smoothing scheme, as 
shown in Fig. 3(b). Then, Rank 3 is constructed. This scheme is defined as modified 
boundary scheme (MBS). Figure 4 shows the procedure in which one model is parti-
tioned into two SPBs and two SPBs are partitioned into four SPBs again. MBS fol-
lowed by wave partitioning is also applied. 

 

Fig. 4. Object Applied with MBS & Wave Partitioning Scheme 

3   Two Types of SPBs 

SPBs are classified into circular or semi-circular types based on the location of the 
initial triangle. In the case that the initial triangle is located on the inner space of the 
mesh, these SPBs are called as a circular SPB. On the contrary, if the initial triangle is 
placed on the boundary of the mesh, these SPBs are called as a semi-circular SPB.  

V0

V1

V2

V3
V4

V5

V6

V7

V8 V9

V10

V11

V0

V1

V3
V4

V5

V6

V7

V8V12

V2

 

      (a) Circular SPB                                       (b) Semi-circular SPB 

Fig. 5. Two Types of  SPB 

Figure 5(a) shows an example of the circular SPB. The closed thick line in Fig. 5(a) 
that is composed of v0, v1 and v2 is defined as Rank 1. The path composed of vertices 
v3  v4  v5  v6  v7  v8  v9  v10  v11  v12 surrounding Rank 1 is defined as 
Rank 2 consecutively. Vertices surrounding a particular vertex, except for those  
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vertices that are already included in the inner rank, are defined as son vertices(Sv) of 
the particular vertex, which is called as the mother vertex(Mv) of its surrounding son 
vertices. In Fig. 5(a), v0 is surrounded with vertices v1  v3  v4  v5  v6  v2. Be-
cause v1 and v2  are already included in the Rank 1, v0 is a Mv of v3~v6 except v1 and v2. 
v1 is surrounded with vertices v0  v2  v11  v12  v3. As v1 and v2 are already in-
cluded in the Rank 1 and v3 is a Sv of v0, v1 is a Mv of v11~v12. In the same way, v2 
becomes a Mv of v7~v10.  

Figure 5(b) shows an example of the semi-circular SPB. Compared to a circular 
SPB, the left part of path v4  v1  v2  v5 is not included in the semi-circular SPB 
and the rank does not consist of the closed loop. However, the principle of making 
ranks and relations between a Mv and a Sv is the same as that of the circular SPB. 
Therefore, v0 is a Mv of v3~v4, v1 is a Mv of v5~v6 and v2 is a Mv of v7~v8. 

3.1   Circular SPB  

Figure 6 shows a partitioned circular SPB by wave partitioning and MBS. The thick 
lines in Fig. 6 indicate ranks in a SPB. Vertices of the initial triangle, v0~v2, consist of 
Rank 1 and the path composed of v3  v4  v5  v6  v7  v8  v9  v10  v11 be-
comes Rank 2. When we arrange all the vertices included in each rank in Fig. 6 into a 
row on the plane, we can form a map of the vertices, as shown in Fig. 7.  
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Fig. 6. A Partitioned Circular SPB 

In Fig. 7, each horizontal line lists the vertices of the same rank and the mother-
son relationship in two adjacent ranks is indicated by thick lines. Following the 
vertex ordering in ranks, we classify each vertex into one of four types: Cv is the 
current vertex, Nv is the next vertex, Mv1 is the mother vertex of Cv, and Mv2 is the 
mother vertex of Nv. Whereas v0 is a Mv of v3~v5, v1 is a Mv of v6~v7. If v5 is a Cv, 
v6 is a Nv, v0 is a Mv1 and v1 is a Mv2. Since each rank forms a closed loop in the 
circular SPB, the first vertex in each rank reappears at the last position of the rank 
in Fig. 7. In order to represent the topological information of the vertices, we define 
the index of each vertex by its distance from the first vertex in the same rank and 
express the mother-son relationship by encoding the indices of their mother vertices 
differentially. 
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Fig. 7. Vertex Arrangement of the Circular SPB 

In Fig. 7, v6 in Rank 2 is the mother vertex of v16. Since v6 is the third vertex from v3, 
its index is 3. Similarly, v8 in Rank 2 is the mother vertex of v17 and its index is 5. Thus, 
we can represent the topological relationship of v16 and v17 by the index difference of 
their mother vertices, v6 and v8, i.e., 5 – 3 = 2.  

3.2   Semi-circular SPB 

Figure 8 shows an example of the semi-circular SPB. As in the circular SPB, we can 
define the rank: Rank 1 includes v0~v2 and Rank 2 includes v3~v8. In Fig. 8, we indi-
cate all ranks in the semi-circular SPB by thick lines. As shown in Fig. 8, each rank, 
except for the first rank, forms the semi-circular shape since there is no connecting 
edge between v4 and v5, or between v11 and v12.  
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Fig. 8. A Partitioned Semi-Circular SPB 

When we arrange all the vertices included in each rank in Fig. 8 into a row on the 
plane, we can form the map of the vertices, as shown in Fig. 9.  

Since there is no connecting edge between v4 and v5 or between v11 and v12 in Fig. 8, 
we do not have a triangle containing v4 and v5 or v11 and v12 in Fig. 9. To make Rank 2, 
Sv’s of v0 are found at first. Then, v3 becomes the first vertex of Rank 2 and shown in 
the last position in Rank 2 again in Fig. 9. 
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Fig. 9. Vertex Arrangement of a Semi-circular SPB 

4   Sequential Encoding and Decoding 

In the proposed algorithm, a mesh model is encoded and decoded in a SPB unit inde-
pendently. Therefore, the model is partitioned into several SPBs and we obtain the 
map of the vertices, as shown in Fig. 7 and Fig. 9. Then, the encoding processes of  
Block A and Block B in Fig. 10 are applied to topological information and geometry 
information, respectively. In the case of topological information, as shown in Section 
3.1, index differences which indicate the position from the first vertex in each rank, 
are acquired and encoded with the numbers of vertex in each rank. Both topological 
information and geometry information are coded in a rank unit to enhance error resil-
ience. These processes are continued repeatedly until all SPBs will be encoded. Spe-
cially, we add the decoder and the comparator at the end of the encoder to transmit 
topological information that is not coded by our proposed algorithm. However, this 
data is very rare in most 3-D mesh models. 

+

Original
Model

Wave
Partitoning

Sequential
Vertex Map

Decoder

Comparator

Entropy
Coding

in a
Rank
Unit

SPB Num =
ToTal SPB Num

NO
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& Mv2
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Vertex Q Index Diff.

Block B (Geometry information)
SPB Num ++
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Fig. 10. Flow of the Encoding Algorithm 

4.1   Topological Information 

For the topological information, we transmit the numbers of vertices in each rank and 
|Mv1 - Mv2| for each vertex at the encoder. The order of encoding is from left to right 
in a rank unit. Based on the value of |Mv1 - Mv2|, the proposed algorithm is classified 
into 4 types. 

For the case of |Mv1 - Mv2| = 0, the triangle (Cv, Nv, Mv1) is reconstructed at the de-
coder. In Fig. 7, when Cv is v3, Nv is v4, Mv1 is v0 and Mv2 is v0, |Mv1 - Mv2| = |0 - 0| = 0 
and triangle (v3, v4, v0) is reconstructed.  
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In the case of |Mv1 - Mv2| = 1, two triangles (Cv, Nv, Mv2) and (Mv1, Mv2, Cv) are at 
the decoder. In Fig. 7, when Cv is v7, Nv is v8, Mv1 is v1 and Mv2 is v2, |Mv1 - Mv2| = |1 
- 2| = 1. Triangles (v7, v2, v1) and (v7, v8, v2) are reconstructed.  

In the case of |Mv1 - Mv2| = 2, we can consider 28 patterns, as shown in Fig. 11. 
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85  6
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 7 2 Index 1  3 4
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13 15141211

28272625
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Fig. 11. Twenty-eight Patterns and Its Indices when |Mv1 - Mv2| = 2 

At the decoder, one of 28 patterns is decoded based on the received index. So, in 
addition to the value of |Mv1 - Mv2|, 1 byte, which is composed of 5 index bits and 3 
reserved bits, for a pattern index is also added to the bit-stream. Triangles that are 
composed of dotted edges are not real triangles. The cone shape in the 22nd ~ 26th 
patterns represents the triangle that is composed of Mv1, Mv2 and one vertex between 
Mv1 and Mv2. In Fig. 7, when Cv is v16, Nv is v17, Mv1 is v6 and Mv2 is v8, |Mv1 - Mv2| = 
|3 - 5| = 2. This case corresponds to the 10th pattern in Fig. 11.  Index 10 is transmitted 
at the encoder and the 10th pattern is reconstructed at the decoder.  

Rank j

Rank i

Conditional
triangulation

 

Fig. 12. Conditional Triangulation 

If |Mv1 - Mv2| > 2, triangles are made conditionally, as shown in Fig. 12. According to 
the locations of vertices, triangles can be classified into three types. Table 1 indicates 
the types and indices for the conditional triangulation of Fig. 12. In Fig. 12, when v9 in 
the Rank i is regarded as Cv, v10 is regarded as Nv, v1 as Mv1 and v4 as Mv2. Then |Mv1 – 
Mv2| equals to 3 and triangles indicated in Table 1 will be made. Type I indicates trian-
gles composed of v9 or v10 in Rank i and two of v1 ~ v4 Rank j. Type II indicates triangles 
composed of v9 and v10 in Rank i and one of v1 ~ v4 in Rank j. Type III indicates  
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Table 1. Vertex Types and Indices for Conditional Triangulation 

 Indices of each triangle 

(v9,v1,v2): 0, (v9,v1,v3): 1, (v9,v1,v4): 2, 

(v9,v2,v3): 3, (v9,v2,v4): 4, (v9,v3,v4): 5, 

(v10,v4,v3): 6 (v10,v4,v2): 7, (v10,v4,v1): 8, Type I 

(v10,v3,v2): 9, 
(v10,v3,v1): 

10, 
(v10,v2,v1): 11 

(v9,v10,v1) : 12, (v9,v10,v3) : 14, 
Type II 

(v9,v10,v2) : 13, (v9,v10,v4) : 15 

(v1,v2,v3) : 16, (v2,v3,v4) : 18, 
Type III 

(v1,v2,v4) : 17, (v1,v3,v4) : 19 

triangles composed of 3 of v1 ~ v4 in Rank j. In this case, more than one triangle can be 
made. Therefore, one byte which is composed of 5 bits for indices in Table 1 and three 
bits for the number of triangles is encoded for each vertex in the encoder. 

4.2   Geometry Information 

For geometry information, the difference between Cv and Nv in the same rank quan-
tized and entropy coded. Then, their indices are transmitted. As the geometry infor-
mation is encoded in the same order as the topological information, models can be 
decoded using the values of |Mv1 - Mv2| for the topological information and geometry 
information. 

5   Experimental Results 

Fig. 13 shows the result of MBS on the PAWN model. In Fig. 13 (a)(b)(c)(d), left 
images to which MBS is not applied show rough contours which cannot construct a 
rank. On the contrary, right images in Fig. 13(a)(b)(c)(d) show the result of wave 
partitioning and MBS scheme. If MBS followed by wave partitioning is not applied, 
the probability for the value of |Mv1 - Mv2| to be more than two becomes higher. Then, 
additional indices must be added and coding efficiency can be lower. Besides, in 
some cases, the amount of residual data which is acquired by comparing the compara-
tor with the decoder in Fig. 10 can be increased. 

In order to evaluate the performance of the proposed scheme, we run computer 
simulations on several VRML mesh models and compare the results with those of the 
MPEG-4 SNHC standard which is based on the topological surgery.  

Figure 14 demonstrates the test models that are decoded sequentially by the rank 
unit. As we put one initial seed triangle on the test models, test models are not parti-
tioned into two or three pieces though we scan triangles to be encoded in the way of 
wave partitioning. While the topological information in each model is decoded loss-
lessly, the geometrical information has been encoded by a 256-level quantizer and the 
arithmetic encoder. The coding efficiency is summarized in Table 2. We have  
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improved coding efficiency for the topological information by about 1bit/vertex rela-
tive to the MPEG-4 SNHC standard. For geometrical information, even if coding 
efficiency depends on the mesh model, we get lower coding efficiency than that of the 
MPEG-4 SNHC algorithm by about less than 1 bit/vertex because we consider only 
one adjacent vertex to encode the current vertex in each rank. 

       
(a) First Bottom Part                                    (b) Second Bottom Part 

       
(c) Second Top Part                                     (d) First Top Part 

Fig. 13. Partitioned Pawn Model Applied with MBS 

           
(a) PAWN 

           

(b) SHAPE 

           
(c) TRICERATOPS 

Fig. 14. Sequential Decoding Results 
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Table 2. Coding Efficiency of Topological Information 

Coding Efficiency (bits/vertex) 

Proposed Algorithm MPEG-4 SNHC  
Model 
(Bytes) 

Topology Geometry Topology Geometry 
SHAPE 30,720 0.95 15.1 2.2 14.3 

TRICERATOPS 33,960 3.31 11.2 4.3 10.4 
BEETHOVEN 30,168 3.32 14.3 4.8 15 

6   Conclusions 

In this paper, we have proposed an efficient error resilient coding algorithm for 3-D 
mesh models based on wave partitioning by exploiting the topological and geometri-
cal information. Since all the processing is executed rank by rank independently, the 
proposed algorithm is error resilient. We have also improved coding efficiency over 
the MPEG-4 SNHC coding scheme by about 1bit/vertex for the topological informa-
tion. We have obtained reasonably good reconstructed 3-D models at 0.2~0.3 
bit/vertex. 
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Abstract. The MPEG-7 audio signature descriptors can be used to
identify whether one piece of sound track is the same as another one
in the database. This technique, known as music identification, can be
applied to broadcast monitoring and copyright control. However, a prac-
tical database usually has a lot of sound tracks, therefore it requires too
much time to directly compare the descriptors in the database with the
unknown ones. In this paper, we propose an averaging method to re-
duce the dimensionality of the descriptors to a much lower degree. Our
experiments show that the dimension-reduced descriptors still have a
high discrimination capability. Using these descriptors, an efficient dual-
resolution search method can be implemented for music identification.

1 Introduction

Traditionally people use texts as the key to search information in a database.
With the advances of technology, multimedia information is getting more and
more popular. Then, it becomes inconvenient if pure texts are used to represent
the multimedia information. For example, it is almost impossible to use texts as
the key to describe the melody of a song when retrieving it from a database. On
the other hand, a query-by-humming [1] method is much more nature in this
case. Thus, a content-based query is a fundamental capability of a multimedia
database.

When a musical database is to be queried by contents, one may use “query
by humming” or “query by descriptors” [2, 3, 4, 5, 6]. The first method uses the
melody of a song as a comparison basis. Therefore, if two persons sing (hum)
the same melody as queries to the multimedia database, they will retrieve the
same song. On the other hand, the second method uses descriptors (or features),
derived from a segment of the music waveform, as queries to the database. The
multimedia information will be retrieved only if the database contains the same
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segment of the waveform. Thus, if two persons sing the same song for recording,
their recorded files (sound tracks) will be treated as different ones because their
waveforms (and then descriptors) are different. Since the second method uses
the descriptors as the basis of the database search, this technique is also known
as music identification.

There are several potential applications of the music identification technique,
such as to identify the title and the performer of the unknown sound track, to
screen copyrighted materials, and to provide the broadcast monitoring [3, 5].
In these applications, the same song (melody) sang by a well-known performer
and by an amateur should be treated as different ones. Therefore, the query-by-
descriptors cannot be substituted by the query-by-humming method, as their
applications are different.

For the music identification problem, the most straightforward solution is to
compare the PCM samples (raw data) of the unknown music with the samples
stored in the database. However, this approach is computationally too inten-
sive to be practically used. For example, a typical musical CD has about 600M
bytes of PCM samples from about ten songs. If a database contains 10,000
different songs, then the PCM samples occupy about 600G bytes of space. A
piece of unknown music with duration of ten seconds has about 880k bytes of
data. It is obvious that sequentially comparing the 880k bytes of data with the
600G bytes of data in the database requires too much computation. Therefore,
a dimension-reduction technique must be employed for lower computation. The
dimension-reduced representations of the original sources are known as descrip-
tors or features.

2 MPEG-7 Audio

In the past, each company had its own proprietary descriptors, and the associ-
ated dimension-reduction techniques, for multimedia contents [5]. For the reason
of interoperability, standardized features have been developed by ISO for multi-
media content description [8, 9, 10, 11, 12]. The part 4 of the MPEG-7 standard
provides procedures to calculate low-level and high-level descriptors.

2.1 Low-Level Descriptors of the MPEG-7 Audio

There are 17 low-level audio descriptors defined in the standard. All of these
low-level descriptors are derived from the waveform of the music. They can be
divided into six different categories, as listed below:

1. Basic: containing AudioWaveform descriptors and AudioPower descriptors.
2. Basic spectral: containing AudioSpectrumEnvelop descriptors, Audiospec-

trumCentroid descriptors, and AudioSpectrumFlatness descriptors.
3. Signal parameter: containing AudioFundamentalFrequency descriptors, and

AudioHarmonicity descriptors.
4. Timbral temporal: containing LogAttackTime descriptors and Temporal de-

scriptors.
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5. Timbral spectral: containing SpectrumCentroid descriptors, HarmonicSpec-
trumCentroid descriptors, HarmonicSpectralDeviation descriptors, and Har-
monicSpectralVariation descriptors.

6. Spectral basis representation: containing AudioSpectrumBasis descriptors
and AudioSpectrumProjection descriptors.

2.2 High-Level Descriptors of the MPEG-7 Audio

The standard also defines high-level tools in the standard. They use low-level
descriptors as the basis for higher level of information processing. The tools are
listed in the following:

1. Audio signature description: this tool is mainly used for audio identification.
We use this tool in this paper.

2. Instrument timbre description: generally two different musical instruments
playing with the same pitch and loudness will sound different. This tool
provides the features for describing different sounds of different instruments.

3. General sound recognition and indexing description: this tool is for classifi-
cation of different types of music (e.g., rock, vocal, or classical).

4. Spoken content description: this tool can be used for speech recognition.
5. Melody description: this tool provides the high-level information of the musical

melody so that matching of melodic similarity can be efficiently performed.

Using MPEG-7 audio descriptors to identify music has been studied [4, 6, 13, 14].
The conclusions of these studies indicate that the AudioSignature descriptors
provide higher discrimination capability than the MPEG-7 low-level descrip-
tors. Therefore, we use the AudioSignature descriptors as the basic features in
our study. Although the AudioSignature descriptors have fewer dimensions than
the raw data, the search for a piece of ten-second music from the database with,
say, 10,000 different songs still require a lot of computation (comparison). There-
fore, it is beneficial to further reduce the dimensionality of the AudioSignature
descriptors to attain a shorter search time.

3 The MPEG-7 AudioSignature Descriptors

In this section, we shall briefly describe the calculation procedure for obtaining
the AudioSignature descriptors. The descriptors are the mean values and vari-
ance values of a series of the AudioSpectrumFlatness descriptors. Then, We shall
discuss the issue of the comptational complexity when the descriptors are used
for music identification.

3.1 Calculation of MPEG-7 AudioSignature

The following is the procedure to calculate the MPEG-7 AudioSignature
descriptors:
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Time

Amplitude

Hop Hop

Fig. 1. The hop size

Table 1. Frequency range of various subbands with and without overlapping

Nominal Actual (Overlapped)
250.0 - 297.3 Hz 237.5 - 312.2 Hz
297.3 - 353.6 Hz 282.4 - 371.2 Hz
353.6 - 420.4 Hz 335.9 - 441.5 Hz

1. Analyze the audio signal. This step converts the signal from time domain
to frequency domain using the AudioSpectrumEnvelope descriptors, whose
calculation steps are listed below:
– Obtain the hop length. The hop size, with a default value of 30 ms,

specifies the time difference between two consecutive windows, as shown
in Fig. 1. The hop length is defined as the hop size times the sampling
rate.

– Define the window length lw. The window length is three times the hop
length. The window used is the Hamming window.

– Determine the length of FFT, denoted as NFFT . This value is the
smallest power-of-2 number which is equal to or larger than lw. For
example, if lw = 3969, then NFFT = 4096. All the sample points after
the lw should set to zero.

– Perform the FFT of the windowed samples.
2. Determine the values of loEdge and hiEdge and use these values to divide

the spectrum of the signal into several subbands, with each subband having
a bandwidth of one-fourth of an octave. The loEdge is fixed at 250 Hz and
the default value of hiEdge is 4 kHz. The values of loEdge and hiEdge must
satisfy the following constraint:

Edge = 20.25m × 1 kHz, where m ∈ Z

In addition, two consecutive subbands should overlap each other by 10 % in
frequency span. That is, the calculated loEdge must be multiplied by 0.95
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Fig. 2. The descriptor array

and the hiEdge by 1.05. Table 1 lists the frequency ranges of some subbands
before and after the frequency overlapping.

3. Find the flatness measure of each subband. The flatness measure SFM of
subband b is calculated as follows:

SFMb =

ih(b)−il(b)+1

√√√√ ih(b)∏
i=il(b)

c(i)

1
ih(b)−il(b)+1

ih(b)∑
i=il(b)

c(i)

In the equation, c(i) is the coefficients of the power spectrum, b is the sub-
band number, ih(b) and il(b) are the highest and lowest indices “i”, respec-
tively, of the c(i) within subband b.

4. Use the scaling ratio, default value to be 32, to find the mean and variance
of a subband in a certain number, specified by the scaling ratio, of successive
FFT windows.

5. The series of mean and variance values are the AudioSignature descriptors.

As a brief example, we consider the number of AudioSignature descriptors in
a piece of music with a duration of 15 second. The scaling ratio is set to 16 and
the loEdge and the hiEdge are set to 250 Hz and 16 kHz, respectively. Recall
that one subband consists of one-fourth of an octave and there are six octaves
from 250 Hz to 16 kHz. Therefore, there are totally 24 subbands in the frequency
domain. In the time domain, about (15−0.09)/0.03 = 497 windows must be used
to cover the 15-second signal given that the hop size is 30 ms. Due to the scaling
ratio of 16, the time-domain features reduce to 497/16 � 31 per subband. Thus,
the descriptors representing the 15-second signal have 24 × 31 = 744 distinct
mean values and another 744 distinct variance values. These descriptors can
be arranged in the matrix form, as shown in Fig. 2. The horizontal direction
of the matrix represents different frequency components at a time. The Ax,1 is
the lowest frequency component and the Ax,24 is the highest frequency one. In
addition, Ax,1 to Ax,4 are the representations of frequencies from 250 Hz to 500
Hz, and the next four from 500 Hz to 1000 Hz, and so on. Similarly, the vertical
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direction represents different time instances in a fixed frequency band. Since
the hop size is 30 ms and the scaling ratio is 16, the time difference between
A1,x and A2,x is about 0.485 second. The representation of descriptors, given in
Fig. 2, will be used in the following of the paper. Also note that the descriptors
derived from the mean values and those from the variance values should be
separately compared. For brevity, we shall only mention how to process and
compare descriptors for the mean values. It will be understood that the same
procedure should be applied to the variance descriptors.

3.2 Complexity of Search by Using the AudioSignature Descriptors

We now consider the complexity of searching the database using the AudioSig-
nature descriptors. Suppose that a database contains 1,000 audio files, with
each one having a duration of 30 seconds, and the music to be identified has a
duration of 15 seconds. Since the unknown music may not be excerpted from
the very beginning of an audio file, the comparison of the unknown with an
audio file should be carried out with all possible starting points to to find
the best match, as shown in Fig. 3. Recall that for a time instance there are
24 descriptors associated with different subbands. Thus one needs to compare
744/24 + 1 = 32 segments of data for one file. In terms of arithmetic operations,
there are 1, 488×32×1, 000 = 47, 616, 000 subtractions if the Euclidean distance
is to be used. This number is still very large for practical applications, therefore
a more efficient search algorithm is highly desirable.

Conceptually, a multi-resolution (pyramid) search algorithm can be applied
to this problem with higher efficiency. In the multi-resolution algorithm, de-
scriptors with lower dimensions, possibly derived from full-dimensional ones, are
firstly used to find possible candidates among the entire database. Due to the
use of low-dimensional descriptors, this step does not demand too much com-
putation. After that, descriptors with full dimensions are then applied to find
the best match from the candidates. Since the full-dimensional descriptors are
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Fig. 3. The sliding comparison
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used to compare with only a small group of possible candidates, this step can
be accomplished with a much lower computational complexity. Therefore, the
multi-resolution approach can greatly reduce the overall computation. However,
the effectiveness of the multi-resolution method relies heavily on the high dis-
crimination capability of the low-dimensional descriptors. In this paper, we only
concentrate on the process of obtaining low-dimensional features with good dis-
crimination capability.

4 The Proposed Approach

The dimension-reduction technique for MPEG-7 audio signature descriptors has
been studied previously [4, 6]. However, one paper [6] provides a reduction ratio
of about only 16, which is not large enough. The method used in another one [4]
is promising, but it requires to store descriptors derived from coded audio, say
through MP-3 compression and then de-compression, if a coded audio is to be
used as the query. Therefore, we decide to use some “obvious” methods to check
if these methods work. The first one is to use the Principal Component Analysis
(PCA) [15] for reducing the dimensions of the descriptors because the PCA
method has been applied to the pattern recognition field for years. The second
method is simply averaging some descriptors for dimension reduction.

4.1 Principal Component Analysis

In the following, we briefly describe the Principal Component Analysis (PCA)
method and how to use it to our problem. Suppose that

x = [x1, x2, ...xN ]T

is a column matrix with x1, ..., xN to be random variables. The covariance of ran-
dom variables xi and xj is cov(xi, xj) = E[(xi − x̄i) · (xj − x̄j)] where x̄i is the
mean of the random variable xi. The covariance matrix A of x is defined as follows:

A =

⎡⎢⎢⎢⎣
cov(x1, x1) cov(x1, x2) · · · cov(x1, xN )
cov(x2, x1) cov(x2, x2) · · · cov(x2, xN )

...
...

...
...

cov(xN , x1) cov(xN , x2) · · · cov(xN , xN )

⎤⎥⎥⎥⎦
It can be shown that there exist matrices P and Λ such that Λ = P−1AP

and Λ is a diagonal matrix. Moreover, the diagonal elements of the Λ are the
eigenvalues of A and the associated eigenvectors are the columns of P matrix.
The largest element of Λ (eigenvalue) is the principal component of A, the second
largest element is the second principal component, and so on.

In order to use the PCA method, we need to find the covariance matrix of the
descriptors. However, in general we do not know the distribution of the collected
data. Therefore, we need to use the sample mean and sample covariance as the
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Fig. 4. The dimension reduction technique, step 1
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 Fig. 5. The dimension reduction technique, step 2

estimates. Specifically, let x(1), . . . ,x(M) be the collected data arranged in the
column-matrix form from a random experiment, then we can find the sample
mean of the random variable xk as

X̄k =
1
M

M∑
j=1

x
(j)
k

The sample covariance can be obtained using the following equation:

COV (xi, xj) =
1

M − 1

M∑
j=1

(x(i)
i − X̄i) · (x(j)

j − X̄j)
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Having the sample mean and the sample covariance, the corresponding co-
variance matrix can then be constructed. Consequently, the eigenvalues and
eigenvectors can be obtained.

It requires some thoughts to apply the concept of the PCA to reduce the
dimensionality of the MPEG-7 descriptors. The problem is that the descriptors
have 744 values. If we treat these values as elements of a vector, then the obtained
covariance matrix has a dimension of 744 by 744. Thus, it would take very long
time to find the eigenvalues of such a huge matrix. Considering this difficulty,
we decide not to put them in a 744-element column matrix for PCA calculation.
In stead, the matrix representation of Fig. 2 is to be used. The transformation
for obtaining features with lower dimensions is conducted in two steps. The
first step is to calculate the PCA and the associated transformation matrix in
the horizontal direction by treating the original descriptors in one matrix as
many row matrices. The second step is similar to the first step, but this time
the matrices obtained from step one are used and the PCA is obtained in the
vertical direction.

4.2 The Averaging Method

The averaging method is conceptually easy. The first step is to discard the high-
frequency descriptors from Ax,17 to Ax,24 because low frequency components are
much more important in a typical musical signal. After that, four descriptors
from the same octave are taken average to reduce the frequency resolution, as
shown in Fig. 4. For the vertical axis, we also partition the descriptors into four
subblocks and make average on the values of the same block, as shown in Fig. 5.
With these operations, the number of descriptors reduces from 744 to 16. We
further reduce the number of descriptors by two different methods: averaging or
choose the maximum of two numbers in neighboring frequency bands. By doing
so, the number of descriptors reduces to eight.

5 Experiments and Results

Before conducting the experiments, we collected 39 different CD titles with a
total of 400 different sound tracks. From them, 500 audio files are obtained, with
each one having a duration of 30 seconds. To simulate songs of similar melodies
inside the database, some of the sound tracks individually contribute two audio
files, one from the beginning of the sound track and the other one from the
middle part.

Experiment I was conducted to verify the discrimination capability of the
MPEG-7 audio signature descriptors. To do so, test files with a duration of
15 seconds from each of the (30-second) audio files were extracted. These test
files and the original audio files were then applied to the MPEG-7 reference
program to obtain the descriptors. To check whether the descriptors can be used
to identify distorted music, the test files were encoded and then decoded with
the MP-3 coder. The encoding bitrates were 192 kbps, 128 kbps, and 96 kbps,
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Table 2. Results of experiment I in terms of percentage of accuracy

Music length Original 96 kbps MP-3 128 kbps MP-3 192 kbps MP-3
15 sec 100.0 % 99.8 % 100.0 % 100.0 %
7 sec 99.8 % 99.8 % 99.8 % 99.8 %

Table 3. Results of experiment II

Avg 8p Max 8p PCA 8p
Lossless Top 5 Top 4 Top 4

192 kbps MP-3 Top 8 Top 6 More than 20
96 kbps MP-3 Top 20 Top 9 More than 20

Table 4. Results of experiment III

Avg 4p max 4p
Lossless Top 17 More than 20

96 kbps MP-3 More than 20 More than 20

respectively. Note that the descriptors stored in the database were obtained
from the audio files without distortion. A simple Euclidean distance was used
as the classifier. The same experiment was also repeated for the test files with a
duration of 7 seconds. The experimental results are listed in Table 2. It can be
seen that the performance of the AudioSignature descriptors is very good even
if they are used to identify distorted samples.

Experiment II was conducted using the same procedure as in Experiment I,
except that the dimension-reduced descriptors are used this time. The results
are listed in Table 3. The results reveal that a simple averaging method yields
satisfactory results with the Euclidean distance. On the other hand, the PCA
approach has a good discrimination capability for distortion-less signals, but
yields relatively poor results for distorted ones. Probably due to this situation,
Crysandt [4] uses a different similarity measurement, the Mahalanobis distance,
in the paper. However, the Mahalanobis distance has a much higher computa-
tional complexity than the Euclidean one. One way to cope with this problem,
as suggested by Crysandt, is to store descriptors after a linear transform in
the database. However, the problem associated with this approach is the need
to store multiple copies of descriptors for the same music with different types
(degrees) of distortion, which is a waste of the database space.

To put the averaging method to the extreme, we tried to use only 4 de-
scriptors (for mean) in the comparison. The results, shown in Table 4, are not
very good as the correct one distributes over a range of more than top 20. We
are now performing more experiments to find the suitable number of descrip-
tors for efficient comparison. As mentioned previously, using the low-resolution
(dimension) descriptors in the first-run enables us to use the high-resolution de-
scriptors to search only among the possible candidates for finding the best one.
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Viewing from this point, a good approach for finding low-dimensional features
with high discrimination capability is essential to the multi-resolution identifi-
cation system.

6 Conclusions

In this paper, we demonstrate that a simple averaging approach can be effective
in reducing the dimensionality of the MPEG-7 AudioSignature descriptors. The
dimension-reduced descriptors can be used in the coarse search in a database.
The candidates in the top list are then verified using full-resolution descriptors.
The experimental results also show that the PCA features are more susceptible to
distortion, and thus a simple Euclidean distance cannot be applied. Considering
all the factors, we conclude that the averaging approach is a better one for
obtaining low-dimensional features due to its simplicity.
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Abstract. The future System-on-Chip (SoC ) design will integrate a
variety of intellectual properties (IPs). The clocked bus architectures to
interconnect the IPs under the deep submicron technology suffer from
problems related with the clock distribution, the synchronization of all
IPs, the long arbitration delay and the limited bandwidth. These prob-
lems can be resolved by adopting new interconnection architecture such
as Network-on-Chip (NoC ) or the asynchronous design method. In this
paper, a design methodology for an asynchronous switch based on but-
terfly fat-tree topology is proposed. The wormhole switching technique
is adopted to reduce the latency and the buffer size. The source-based
routing mechanism and the output buffering strategy are used to reduce
the switch design cost and increase the performance.

1 Introduction

The complexity of the future System-on-Chip (SoC ) significantly depends on the
communication architecture, rather than the computation architecture according
to ITRS2001[1]. Most of the current interconnection architectures are designed as
clocked systems. However, the clock distribution across a large die and dataflow
processes at the same clock rate makes it difficult to synchronize of all the IPs
on a single chip.

As a result, communication architectures likely shift to asynchronous design
paradigm. In Globally Asynchronous and Locally Synchronous (GALS ) systems,
all the synchronous IPs communicate each other through the asynchronous in-
terconnection architecture.

To accommodate the interconnections of the IPs, the on-chip bus, OCB,
has been used. On-chip bus architecture, however, has limitations such as the
long arbitration delay, the limited bandwidth and the non-scalability. In the bus
architecture, several bus masters compete to use the shared medium. Therefore,
the arbiter delay grows as the number of bus masters increases. Because the
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single arbiter should process all the arbitration requests from the bus masters,
the arbiter for many bus masters has a high complexity. Also, the slow slave IPs
can decrease the overall performance of the bus. As the bus is non-scalable and
shared by all units, the bandwidth of the bus is limited, and therefore it becomes
the bottleneck of the system.

To address the aforementioned problems, a new paradigm for SoC design
has been suggested to replace the bus with the network-centric architecture.
The arbitration operations of the NoC are distributed over network switches, so
that the delay of the arbitration time can be reduced substantially. Unlike the
shared bus, the network is scalable and the overall throughput will increase as
the number of IPs grows.

To reduce the design cost and the complexity without sacrificing the perfor-
mance, the architecture level approaches originated from the parallel computing
scheme are suggested. The design issues strongly affect the resulting system com-
plexity and the consequential performance of the communication architecture. In
this paper, four design issues topology, switching technique, routing mechanism
and buffering scheme are considered within the asynchronous design method-
ology to achieve low design cost and high performance. In our approach, we
assume that the architecture is targeted on connecting the multi-processors.

Regarding the application area of the network on chip, no architecture sat-
isfies the general requirements that interconnection network should provide. In
our approach, we assume that the architecture is targeted on connecting the
multi-processors.

The design options such as the switching technique (Section 2), the routing
mechanism (Section 3), the buffering scheme (Section 4) and the topology (Sec-
tion 5) are discussed in this paper. In Section 6, the internal architecture of the
self-timed switch, including the operations of individual modules, is considered.
In Section 7, the performance of NoC is measured, and in Section 8 concluding
remarks are presented.

2 Switching Technique

The switching technique determines when and how internal switches are set to
connect router inputs to outputs and the time at which message components
may be transferred along these paths.

In a circuit switching, a physical path from the source to the destination is
established by a header and reserved until the last message reaches the destina-
tion. This header information is sent toward the destination reserving physical
links. When the header reaches the destination, a complete path has been set
up. Circuit switching is advantageous when messages are long and infrequent[6].
However, between many IPs as in NoCs, the size of messages is small and com-
munications are frequent.

The path from the source to the destination for small messages can be deter-
mined by the network situation. The whole message is broken into the packets.
This packet switching is good for short and frequent messages. Each packet
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contains the routing information and data. At each switch in the network, a
received packet is stripped to find the desired output port. The need to buffer
complete packets within a switch, however, can make it difficult to construct
compact and fast switches.

In a wormhole switching, the message packets are partitioned into the fixed
length flow control unit, flits. The first flit, header, contains the addresses of
the source and destination and the routing information to reserve the path for
transmitting the remaining flits to the destination. The remaining data flits
simply follow the path established by the header flit. The message divided into
flits is typically larger than the size of the buffers within a single switch. Thus,
when a header flit is blocked by the other flits, the blocked flits occupy buffers
in several switches through the network. This is called a cascaded contention.

The wormhole switching technique allows simple, small, cheap, and fast
switch designs because the buffer requirements within the switches are substan-
tially reduced over the requirements for the packet switching.

3 Routing Mechanism

To identify the output channels for the packets to be transmitted, a rout-
ing mechanism is required. The routing mechanism can be categorized into a
dimension-order routing, a table-driven approach and a source-based routing.
The dimension-order routing mechanism needs the testing logic to determine
the relative addresses. In a table-driven routing, the routing table should be
implemented in each switch to decide the desired output ports.

However, the source-based routing simply strips off the routing information
in the header and sends the message to the specified channel. This allows a
very simple switch with little control state and without even arithmetic units to
support complex routing functions. Therefore the source-based routing involves
minimal processing delay at each switch.

An interconnection network for NoCs must satisfy a very strict timing con-
straint, namely, low processing delay. This requires a simple switch implementa-
tion with little control state to achieve. Source-based routing algorithm is better
for achieving of simple implementation of switches.

4 Buffering Strategy

The organization of a buffer position in the individual switches strongly impacts
on the performance of the switch and network.

In the input buffering strategy, each FIFO buffer is placed between input
ports and the crossbar. A single packet at the head of the FIFO can be trans-
mitted at a time. The input buffering suffers from the Head Of Line (HOL)
problem. The packet at the head of the queue can be blocked when packets from
different input buffers are propagated to the same output. In this case, all pack-
ets behind the blocked FIFO have to be blocked wherever their destinations are.
Some schemes can handle the HOL problem. However, the cost is prohibitive.
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Centralized or shared buffering utilizes the buffer resources supremely but
the control logic for the shared buffer management is more complicated than
those of the input buffering and output buffering.

In the output buffering, the frequency of contention at any output buffer is
lower than that at a centralized buffer because flits are distributed over differ-
ent output buffers. The output buffering is thus the one least likely to involve
contention among three buffering strategies. This scheme does not suffer from
the HOL problem like the input buffering and the control logic for the output
buffering management is much simpler than the shared buffering scheme.

5 Topology

The proposed butterfly fat-tree architecture of the asynchronous interconnec-
tions for the IPs is illustrated in Figure 1. The processors are located at the
leaves and the switches are placed at the vertices. In the butterfly fat-tree archi-
tecture, the switch depth is determined according to the number of IPs. If the
number of IPs are N, the depth is calculated as log4N.

The switches over the butterfly fat-tree network are identical and the top
level switch does not have the up channels and doesn’t depend on the speed of
the IPs on the leaves because of the asynchronous characteristics. The switches
at each level do not require the additional information of their positions which is
used in routing the flits. The only information required for routing is the output
ports at each switch. These identical switch configurations provide the flexibility
and simplicity in designing a NoC. The implemented network topology is shown
in Figure 2.

The number of switches in the butterfly fat-tree converges to a constant,
which is independent of the number of tree levels in the network[2]. Consider
the number of switches N. The number of switches in the first level is N/4 and
the number of switches in the next level is half of the number in the previous
level. Accordingly, the total number of switches is calculated as follows[2].

switch

IP

Fig. 1. Butterfly fat-tree architecture interconnecting 64 IPs
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Of the merits of the butterfly fat-tree architecture, the wire structure is
predictable and the wire length from a switch to each end node is uniform[2,
3, 4]. Butterfly fat-tree is the most cost-efficient in VLSI realization[5] and non-
blocking, because any input port can be connected to any free output port
without affecting the existing connections, as is the case of the crossbar.

6 Switch Design Implementations

6.1 A Overview of the Switch

The latency of the message and the network bandwidth strongly depends on the
implementation of the switch architecture. There is a tradeoff between the net-
work bandwidth and the complexity of the circuit. Additional wires and storage
elements are required to accommodate the increased bandwidth which could re-
duce the performance of the switch. In packet or flit based network, as it is ad-
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Fig. 3. The overview of the proposed switch

vantageous when the messages are frequent and short, we suggest the minimum
packet size and bandwidth to reduce the complexity of the switch implementation.

The architecture of the proposed switch is shown is Figure 3. Link Controllers
are responsible for the flow of messages across the physical channel between adja-
cent switches. The Link controllers communicate each other with an asynchronous
protocol to transmit the units of the flow control. In the output link controllers,
2-stage FIFO is implemented for buffering the flits going to the output port. The
crossbar component implements the interconnection of switch inputs and switch
output buffers. The arbitration and routing control unit is in charge of arbitrating
the concurrent input requests from the input link controllers to the same output
ports and establishing the path to the desired outputs. Also, it supports the worm-
hole switching technique to hold the path until the last payload is transmitted to
the requested output.

6.2 Packet Format

The proposed packet structure is comprised of header flit and payload flits shown
in Figure 4. The header flit contains the Type field (2 bits), Source Address field (6
bits) and Routing Information field (15 bits). There are three kinds of type field;
’00’ denotes header, ’10’ implies payload and ’11’ notifies the last payload.

The flit length is constant but the total number of flits in a packet can vary, i.e.
this Type filed supports various length packet sizes. The routing information field
contains 5 sub-fields which can be used in each switch to identify the output path
respectively. In butterfly fat-tree architecture suggested in this paper, the maxi-
mum number of switches that a message passes through is 5 and in each switch,
there are 6 inputs and 6 outputs so that total 15 bits can be used to identify the
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00 : Header
10 : Payload
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Fig. 4. The flit format of header and payload

path from a sending IP to a receiving counterpart. The payload flit consists of two
fields, Type (2 bits) and Data (21 bits). Therefore, the minimum size of the flit in
the butterfly fat-tree architecture consisting of 64 IPs is 23 bits.

The flit format strongly depends on the routing algorithm. In our suggested
approach, it is remarkable that there is no need of destination address field in the
header flit. The switch can transfer the message to the intended destinations us-
ing the routing information bits. The responsibility of deciding the path is on the
IP interface circuits. This can reduce the flit length significantly. As shown from
the above, the size of the header flit determines the one flit size to minimize the
datapath and the complexity.

6.3 Input and Output Link Controller

The input link controller consists of the input controller and the input data path
as shown in Figure 5. The input controller handles the input requests and, in case
of the header flit, sends the arbitration requests to the arbiter.

If receiving a grant signal from the arbiter, the input controller communicates
with output link controller and send flits through the crossbar. If the flit is the
last of the packet, the input controller notifies to the arbiter, and then the arbiter
cuts off the established path. The input controller is synthesized by the Petrify 4.0
to support asynchronous control circuits. The Petrify is Signal Transition Graph
(STG) based methodology to implement a speed-independent circuit based on the
pure delay model, in which a circuit can delay the propagation of a waveform but
does not otherwise alter it.

The input data path consists of processing logic circuits and latches. When the
header flit arrives,which is recognized by the first field of flit, the header processing
logic extracts the routing information bits, 3 bits each, from the least significant
bit and shifts the remaining routing information bits of the header flit to the least
significant bit positions. After extracting the routing bits, which will not be used
later, 0 is inserted into the most significant bit position of the routing information
field to reconstruct the routing information bits of the header flit.

The output link controller is implemented as a 2-stage FIFOs, which is handled
by the semi-decoupled4-phase latch controller.To reduce theprocessing cycle time,
the decoupling between input and output sides of latch is realized in this FIFO [7].
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Fig. 5. The input link controller

The buffering strategy incorporated in the butterfly fat-tree network switch
implementation is the output buffering scheme. To buffer the header and payload
flits, 2-stage FIFO is used. The asynchronous design methodology provides the
elegant scheme such as modularity which means the easy adaptation of provided
components. That is, in the output link controller, no other control logic for con-
necting the output port to the next input port isn’t needed.

6.4 Crossbar

The basic methods to implement a crossbar are a multiplexer based crossbar and
a crosspoint based crossbar. In the multiplexer based method, a multiplexer at
each output port selects data from the input ports. However, the cost of imple-
mentations is not effective. A crosspoint based method provides a possibility to
build large switch in a cost-effective manner. The crosspoint based method is im-
plemented using a transmission gates.

6.5 Arbitration and Routing Unit

As shown in Figure 6, the arbitration and routing control unit is responsible for
the arbitrating of simultaneous input requests, the controlling of the wormhole
routing and the handling of establishing the path of crossbar from input to output.
The wormhole supporting unit could be located in the input control logic. Such a
case, however, the input control circuit should have more states, so that it could
make a circuit more complex and the performance slow. To move the processing
logic to this unit can eliminate the required control states and hide the processing
time because the time to process flit and release the crossbar path is overlapped.
This scheme reduces the processing time of the input control logic significantly.
In Figure 7, the implemented core is presented.
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7 Design Costs and Performance Evaluation

The individual switches are evaluated in terms of the transmission time for header
and payload. The transmission time of a single flit consists of the processing delay,
the arbitration delay, the propagation delay through the crossbar and the buffer-
ing delay. The processing delay occurs in the input link controller and is the time
from receiving data to requesting the arbitration to the arbiter unit. The header
flit takes more time to process because it should set the path to transmit itself and
the following payload flits. The arbitration delay only corresponds to the header
flit and last payload flit deliveries. Once the path is set by the header flit, the path
is preserved until the last payload passes through the crossbar. The crossbar delay
is fixed by the amount of transmission gate. The buffering delay is the 2 stage FIFO
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delay to pass the input data to the output channel. The suggested switch design is
compared with the switch which is designed in the Jun Xu’s Ph.D. thesis [8].

The simulation environment of the nMOS and pMOS transistors are width
(w)=1.78um, length (l)=0.24um and w=0.58um, l=0.24m. Xu’s simulation is
based on the 0.5um submicron process, with w=2.5um and l=0.5um for nMOS
transistors, w=10um and l=0.5um for pMOS transistors.

The latency of the header and payload flit of the proposed switch is measured
by the amount of time the flit travels from the input port to the output port.

In Figure 8, Child to Child means the input request comes from the child port
and the output request goes out to the child port. Similarly, Child to Parent (Par-
ent to Child) represent the input request from child (parent) port and the output
request to parent (child) port. According to Figure 8, the transmission time of
header through the parent ports is less than that through the child ports. The flits
from the child ports can be transmitted both child and parent ports, however, the
flits from the parent ports can be delivered only to the child port. Therefore, the
circuit handling the parent port is simpler than that of the child port. The header
flit transmission takes more time than the payload flit delivery because the header
processing involves more states to handle the settings of crossbar path.

In Figure 9, Xu’s switch and the proposed switch is compared in terms of the
latency. The main difference of two switches’ latency is due to i) the complexity
of the control circuit in the input link controller design and ii) the different de-
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sign options. Xu’s switch design used different architectural approaches such as
butterfly topology and virtual cut through switching method, which is based on
the flow control unit of a packet. The switch used in the butterfly topology has
two input ports and two output ports. However, the proposed switch has 6 input
and 6 output ports. The difference of the bandwidth of two switches becomes also
significant. All of the design options affect the performance and cost of the switch.

Considering a 2 input NAND gate for a gate in gate counting, the gate counts
of Xu’s switch except the datapath are 223.5 (input control logic) plus 28 (output
control logic). The gate counts of the proposed switch are 112.5 (input control
logic) plus 54 (output control logic). Total gate counts of the control logic of the
proposed switch are about 50 percent of that for the Xu’s switch.

8 Conclusion

We have presented the design options and the characteristics of the proposed
switch, a globally asynchronous, locally synchronous interconnection architecture
for future SoC system. We have also discussed the basic principles of the network,
which can be mapped into the deep sub micron circuits. In designing the inter-
connection architecture, we have to choose the appropriate design options for the
desired target. In our approach, we choose to low cost and high performance.

A novel asynchronous switch based on butterfly fat-tree topology is proposed
for NoC design. Design issues for low cost and high performance NoC are dis-
cussed, including proposed packet structure. Performance of the proposed switch
is evaluated and compared with Xu’s switch[8]. The latency of the proposed
switches is 1/5.89 for header transmission and 1/6.69 for payload transmission.
Moreover, the gate counts of the control logic for switch is reduced to 50 percent
of that for Xu’s switch. The authors believe that the asynchronous design method-
ology provide an elegant way for NoC design.
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Abstract. In general, motion compensated (MC) deinterlacing algorithms can 
outperform non-MC (NMC) ones. However, we often prefer to choose the latter 
due to the considerations of error propagation and computational complexity, 
especially in real-time applications such as video compression and transcoding 
[1]. How to get a compromised solution between performance and complexity 
is a challenging problem, which will be addressed in this paper. We first 
propose a directional adaptive algorithm for motion detection, and then 
introduce a reasonable and applicable adaptive MC/NMC deinterlacing 
mechanism to meet the requirements of real-time applications. The proposed 
adaptive deinterlacing scheme is proved efficient by both subjective visual 
sensation and objective experimental results. Feasibility of real-time 
applications is given as well as the coding efficiency tested by the Audio Video 
coding Standard (AVS) of China. For further improvement, a block-based local 
modal is brought forward aiming at perfect effects on unconventional motion. 

1   Introduction 

Interlaced scanning with well-known artifacts [2] was chosen in television industry 
for many historical reasons [3]. Nowadays, with the progress in technologies, we have 
at least four reasons to embrace the progressive format. Firstly, artifacts of interlacing 
that can be eliminated by progressive scanning become more and more obvious [3]. 
Secondly, there are a number of applications where interlaced scanning is 
unacceptable [4]. Thirdly, interlaced scanning makes video coding less efficient and 
more complex [5], while the spatio-temporal increased correlations within and 
between frames have the possibility to simplify the video codec and improve the 
coding efficiency, as will be shown in this paper. Fourthly, nearly all the modern 
cameras and displays are progressive, whereas most of the video scan formats 
approved by the ATSC [6] in actual use are interlaced. Hence the demand for 
conversion from interlaced videos to progressive ones grows day by day since people 
have piled up hundreds of thousands of valuable interlaced videos during the past 
decades and it is unadvisable for us to throw them away. The AVS standard of  
China [7], which targets at higher coding efficiency and lower complexity than 
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existing standards for high definition (HD) video coding, also endows this conversion 
with great significance and far-ranging applications. 

With regard to converting an interlaced video at 50/60 fields per second to 
progressive format, we usually have to make a choice of the outcome between 25/30 
frames and 50/60 frames per second first. To be concise, we call the former the 
same frame rate conversion (SFRC) and the latter the double frame rate conversion 
(DFRC). DFRC is selected out of the following four considerations. Firstly, the 
process of interlacing can be viewed as a form of spatio-temporal down-sampling 
from a progressive video as many researchers do [4, 8-16]. Hence we shall 
intuitively choose the up-sampling conversion DFRC. Secondly, the result of SFRC 
bears an analogy to movies at 24 frames per second, each frame of which should be 
displayed twice in the movie theater so as to get rid of flicking. Since the display 
refresh rate shouldn’t be lower than 50 times per second in order to achieve 
continuous flicker-free motion [17], SFRC is not favorable. Thirdly, DFRC 
maintains all the original information of the interlaced video such that a lossless re-
interlacing can easily be performed while SFRC takes the risk of changing all the 
original interlaced fields. Lastly, seen from the video compression aspect, although 
the video codec is burdened with additional pixels introduced by DFRC, 
experiments in this paper will show the possibility of more efficient coding due to 
higher spatio-temporal correlations. 

Academically and industrially, DFRC is what is called deinterlacing, which can 
generally be classified into motion compensated (MC) ones and non-MC (NMC) 
ones. Although MC methods generate better results, they are threatened by latent error 
propagations; and it is not always the case that we have the necessity to afford their 
time-delay, additional storage, and the required expensive hardware equipments. 
Therefore, we need to bring in NMC means as a compromise sometimes, especially in 
real-time applications where the consideration of space-time cost and additional 
hardware/software spending might be of greater importance than the requirement for 
pleasant visual impression to some extent. 

Based on the MTI scores provided in [11], line averaging (LA) or its improved 
version edge-based LA (ELA) [18] is the best NMC approach, whose weakness of 
being poor in still images can be compensated by field insertion or median filtering; 
and spatio-temporal filtering acts best for horizontal motion among all the NMC 
methods. Hence we may have intuitively sufficient reasons to form a MC 
deinterlacing approach that adaptively takes in NMC techniques. 

In this paper, we bring forward an adaptive way of directional motion detection, 
whose memory requirement is optimized for real-time processing. There are four 
possible output states (stationary, horizontal moving, vertical moving, undirectional) 
of our motion detection at present, which will be enriched by a block-based local 
model for unconventional motion in the future. Chroma rectification is provided for 
the undirectional state and each of the other three states correlates to a certain NMC 
method adaptively, namely field insertion (replaced by median filtering for better 
subjective visual sensation), spatio-temporal filtering, and LA, respectively. An 
efficient adaptive deinterlacing mechanism verified by the AVS standard is also 
introduced for the purpose of real-time applications. 

The rest of this paper is organized as follows. Section 2 presents a directional 
adaptive motion detection (DAMD) algorithm. Section 3 describes the adaptive  
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deinterlacing mechanism in detail. Section 4 presents and discusses the experimental 
results. Finally, we draw our conclusion in Section 5. 

2   Proposed Directional Adaptive Motion Detection 

Motion detection, whose output will be used to control the switch among various 
processing branches in the next section, can be implemented by either hardware [19] 
or software [8-16]. Taking our low-complexity real-time environment into account, 
the number of fields stored for motion detection is restricted to no more than two. 
Since pure two-field case may act no better than pure one-field case except for 
stationary scenarios [20], and both fields of one interlaced frame are needed to 
theoretically ensure the quality while deinterlacing each field of the frame [9], we use 
a bidirectional motion estimation (ME) for top fields and a unidirectional ME for 
bottom fields. The proposed deinterlacing flowchart is depicted in Fig. 1, where the 
two kinds of ME share the same Forward Motion Estimation (FME) module and have 
only one difference that the sum of absolute difference (SAD) is calculated between 
blocks in current and forward fields for unidirectional ME while among blocks in 
current, forward, and backward fields for bidirectional ME. 

Forward
Motion

Estimation

Sub-block
Refinement

Directional
Motion

Detection
Directional?

N
O

YES
Adaptive
MC/NMC

Deinterlacing

Chroma
Rectification

 

Fig. 1. Proposed Deinterlacing Flowchart 

The FME is based on motion estimation blocks (MEB) sized 8 by 8. Each MEB 
can be partitioned into four motion compensated blocks (MCB) sized 4 by 4. Thus a 
sub-block refinement (SBR) necessary for accurate motion information is available. 

The FME and SBR used here are implemented according to [21]. Unidirectional 
ME is ignored until the end of this section to simplify our discussions. 

2.1   MCB-Based Directional Motion Detection 

Blocks used for our MCB-based motion detection are sized 4 by 2 since only the 
existing pixels are used for the field-based FME, as illustrated in Fig. 2. 

If the average of SAD3 and SAD4 is not less than that of SAD1 and SAD2, which 
indicates that the similarity between current and referenced blocks is smaller than that 
between current and co-located blocks, it is reasonable for us to doubt the validity of 
the previous ME. Out of regard for the fact that large SAD doesn’t necessarily lead to 
small similarity due to brightness change as shown in Fig. 3, the standard deviation 
(SD) of current block is also taken into account to rationalize our criterion. 
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Fig. 2. Blocks Used For Motion Detection 
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Fig. 3. Small Brightness Change Makes Large SAD 

Let (x, y), fn-1, fn and fn+1 denote horizontal/vertical pixel coordinates of current 
MCB, forward, current and backward fields, respectively. The output state of our 
proposed motion detection is determined by the following criterion: 

1 2
1 2 3 4

x y1

y x2

   &&

  motionDirection
   

+
0 ( ),  + +

2
1 ( ),  Threshold

2 ( ),   Threshold

3 ( ),  

f

if

if

SAD SAD
stationary i SAD SAD SAD SAD SD

horizontal else MV MV

vertical else MV MV

undirectional otherwise

=

≤ ≤

≥ ×
≥ ×

, 
(1) 

with MVx and MVy the absolute values of the current horizontal and vertical motion 
vector (MV) components, respectively. Threshold1 and Threshold2 are experientially 
set to 5. SADi (i=1, 2, 3, 4) can be formalized as follows. 

{ }iii i( 1)
x y

= 0.5 1 y 2 0.5 x y x+ y+( ) ( ) ( , ) ( , )n
n n

SAD % g hf f
+ −

−− − − , (2) 

where gi and hi are defined as: 

yx
i i

         1,          i=1, 2            0,            i=1, 2            
 

(7-2i) , i=3, 4(7-2i) , i=3, 4

 
    

MVMV
g h= = . (3) 

SD used in (1) is actually N times the value of the standard deviation of MCB, 
where N is half the number of pixels in a MCB, that is, 8. 
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2 2

x y x y

= 0.5 1 y 2 0.5 x y x y( ) ( ) ( , ) ( ( , ))n
n nSD % N f f−− − − . (4) 

In Section 3, median filtering, linear spatio-temporal filtering (LSTF) and LA will 
be used if NMC method is selected for the stationary state, the horizontal moving 
state, and the vertical moving state, respectively. 

2.2   Chroma Rectification 

Most of the deinterlacing methods as well as the to be proposed mechanism lay stress 
on luminance processing since the number of rod cells for black/white vision is much 
more than that of cone cells for color vision in the vertebrate retina and rod vision is 
much more sensitive than cone vision [22]. But chroma information is also very 
useful for better results as experiments show. 

The criterion used above is a bit too strict and we may mistake the stationary state 
for one of the moving states, especially the undirectional state. Hence chroma 
information is used to rectify the output state. Our rectification strategy is that if the 
average of SAD3 and SAD4 is greater than or equal to SD, the output state should be 
changed to stationary. Note that the SAD3, SAD4 and SD mentioned here are for 
chroma components and are a little different from that defined in (2) and (4). 

For bottom fields, SAD2 and SAD4 are assumed to be equal to SAD1 and SAD3, 
respectively, similarly hereinafter. In this way all the above discussions on DAMD is 
applicable to unidirectional ME. 

3   Proposed Adaptive MC/NMC Deinterlacing Mechanism 

The idea of combining MC and NMC deinterlacing was brought forward more than 
ten years ago. Unfortunately, existing implementations are either adopting weighted 
averaging methods [23, 24] that introduce blurring or hard to achieve optimal results. 
Our adaptive mechanism based on DAMD makes local optimal choice for each MCB 
and avoids the above problems. For clarity, the deinterlacing means for the stationary 
state and moving states are discussed separately. 

3.1   Deinterlacing for the Stationary State 

For top fields, a five-tap median filter being able to effectively eliminate interpolation 
errors caused by incorrect MV [13] is used for the stationary state, as formulated 
below. 

o

(x, ) y
(x, )              ( )

(x, ) ( , , , , )
2i

% %

otherwise

F n ,     2= n  2
F n = C D

F n  = Median A B C D ,  
+

r

r
r , (5) 

where (x,y)Tx =
r

designates the spatial position while
o (x, )F n
r

, (x, )iF n
r

 and 

(x, )F n
r

denote the output, interpolated and original pixel values of field fn, 
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respectively. A, B, C and D represent the values of the spatially above, spatially below, 
forward referenced and backward referenced pixels, respectively. 

For bottom fields where unidirectional ME is used, D is not available. The median 
filter for the stationary state should be: 

o

(x, ) y
(x, )           ( ) (3 3 2 )

(x, ) ( , , , , )
2 8i

% %

otherwise

F n ,     2= n  2
F n = A B A B C

F n  = Median A B C ,  
+ + +

r

r
r . (6) 

3.2   Adaptive MC/NMC Switching for Moving States 

LA and LSTF are selected as NMC candidates for our adaptive mechanism while 
adaptive recursive (AR) and edge-based median filtering (EMF) methods are chosen 
as MC ones. Note that the ELA method proposed in [18] is not chosen since its 
performance depends on the implementation to a great extent.  

The LSTF and AR methods proposed in [10] are chosen based on the experimental 
results from [11]. The EMF method is given below. 
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otherwise
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C D
F n = F n  = Median A B C D ,  

A B C
F n  = Median A B C C ,  

+

+ +

r

r r

r

, 
(7) 

where Ai and Bi (i=1, 2, 3, 4, 5) are the edge-based spatially above and below pixels, 
respectively, such that the absolute difference between Ai and Bi is the smallest, as 
shown in Fig. 4.  

In our adaptive mechanism, MC deinterlacing is applied when the average of SAD3 
and SAD4 is less than that of SAD1 and SAD2 for the horizontal moving state or less 
than SD defined in (4) for the vertical moving state, as shown in Fig. 2. As for the 
undirectional output state that is in the majority seen from (1), Canny edge detection 
[25] is simplified for performance and practicability purposes before the same 
MC/NMC switching for the vertical moving state is applied. 
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Fig. 4. Edge-based Median Filtering Method 
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The simplified Canny edge detection (SCED) is actually based on motion 
compensated blocks sized 4 by 2, that is, half the size of MCB. Considering the 
computational complexity, we make use of the motion and texture information and do 
not perform edge detection unless necessary. Concretely speaking, the edge intensities 
of forward frames calculated by SCED can be reused if no acute motion exists. The 
same NMC deinterlacing with the vertical moving state is selected if there is no rich 
texture. Here an acute motion is detected if the MV magnitude exceeds a certain 
threshold tied to the video resolution. 

3.3   Adaptive Deinterlacing for Moving States 

For MC deinterlacing, if the to be processed MCB has acute motion, AR is simply 
used; otherwise AR is used iff the processed pixel is detected as edge and the 
correlated MCB has no rich detail. In other cases we select the EMF method. 

NMC deinterlacing is trivial. But the five-tap median filter supplied below is 
needed to rule out flickers caused by LSTF. 

  

  

o i i

i i
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otherwise

F n ,     2= n  2

F n = F n  = Median A B C D ST ,  

F n  = Median A B C C ST ,  

r

r r

r
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where ST is the result of LSTF. 

4   Experimental Results and Discussions 

4.1   Subjective Visual Sensation 

The proposed deinterlacing algorithm provides perfect performance, especially, in the 
areas with continuous motions where the most of flickers and serrations have been 
eliminated. For most of the standard definition sequences (Basketball, Flower Garden, 
Horse Riding, Interview, etc.) except Mobile Calendar, the proposed deinterlacing 
produces much better visual effects than conventional approaches, as shown in Fig. 5. 

Our deinterlacing also outperforms AR, which is one of the best methods 
nowadays. But it is hard to see their differences subjectively in a discrete frame whose 
resolution should be reduced here. Hence an objective evaluation is also indispensable 
to show our advantage over other methods.  

4.2   Objective Experimental Results 

For an objective evaluation of our mechanism, the peak signal to noise ratio (PSNR) 
in decibel (dB) is used due to its mathematical tractability and the lack of better 
alternatives [27]. 

Two CIF progressive sequences (Foreman and News) and three HD progressive 
sequences (Crew, Night, and Spin Calendar) are selected to generate interlaced 
sequences for objective evaluation of our adaptive deinterlacing mechanism. Table 1 
shows the PSNR (dB) comparisons between original progressive sequences and 
deinterlaced sequences. 
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(a) ‘Weave’ [26]                                 (b) LSTF 

 
(c) Conventional MC Method          (d) Proposed Adaptive Mechanism 

Fig. 5. Deinterlacing Effect on Standard Definition Sequence “Horse Riding” 

Table 1. PSNR (dB) Between Original Progressive And Deinterlaced Sequences 

             Sequence
Algorithm Crew Night

Spin
Calendar

LA 38.52 32.04 29.25
LSTF 39.79 34.33 26.68

AR 40.19 35.73 29.63
EMF 38.14 33.72 26.65

Proposed 40.64 36.78 29.78

News

34.15
27.60
43.00
41.91
43.03

Foreman

32.64
31.58
33.43
36.80
37.02  

4.3   Feasibility of Real-Time Applications 

In Table 2, an AVS encoder is employed to illustrate the coding efficiency before and 
after deinterlacing, where PSNRint and PSNRreint are computed as Fig. 6 depicts. 
Coding experiments also show that the bit-rate increment is less than 50% although 
the frame rate is doubled, thus satisfactory bit-rate and coding performance can be 
acquired by involving proper bit-rate control and real-time deinterlacing techniques in 
the encoder. 



558 Q. Huang et al. 

Table 2. PSNR (dB) For Interlaced Coding And Corresponding Deinterlaced Coding 

                  Sequence

QP

Basketball

PSNRint(dB)    PSNRreint(dB)
28 37.43      37.84
32 35.12      35.70
36 33.06      33.77
40 30.76      31.61

Flower Garden

PSNRint(dB)    PSNRreint(dB)
 39.03        39.39
 36.46        36.97
 34.24        34.88
 31.81        32.61  

Deinterlacing
Progressive
Encoding

Re-interlacing

Interlaced
Encoding

PSNRint

PSNRreint

Original
Interlaced
Sequence

Interlaced

Interlaced

 

Fig. 6. Computation of PSNRint and PSNRreint 
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Fig. 7. Interlaced Video Sequence Flowchart 

Fig. 7 describes the usual flowchart of an interlaced video sequence. Most of the 
time, we use deinterlacing either before video encoders or after video decoders.  

Note that in order not to burden the network, signals are usually encoded before 
transmission and decoded in the video displays. This makes it possible for the decoder 
to access motion vectors from the encoder. Hence a real-time MC deinterlacing 
without ME can be involved in the decoder. It is particularly true that the proposed 
adaptive deinterlacing mechanism is applicable for low-complexity real-time 
decoding and transcoding since unidirectional ME is used for bottom fields. 
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5   Concluding Remarks and Further Work 

In this paper, we propose an adaptive MC/NMC deinterlacing algorithm to address 
real-time applications based on DAMD. Subjective visual sensation and objective 
experimental results show the validity of the proposed adaptive mechanism and the 
feasibility of real-time applications. 

Taking one with another, the proposed deinterlacing mechanism is satisfactory. But 
we get poor results when unconventional motion occurs (e.g. Mobile Calendar and 
Spin Calendar), although we could also get slightly better results than other ones. 
Hence DAMD should be enriched into more rational modal adaptive motion detection 
(MAMD), where there are more MCB-based states, e.g. stationary, translational 
(horizontal, vertical), zoom, rotational (in plane, out of plane) and others (occlusive, 
exposed, etc.). 

Based on the experiments and discussions in Section 4, deinterlacing involved in 
the video codec will be studied in the next step.  
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Abstract. In this paper, we propose an adaptive MAP (Maximum A
Posteriori) high-resolution image reconstruction algorithm using local
statistics. In order to preserve an edge information of an original high-
resolution image, a visibility function defined by local statistics of the
low-resolution image is incorporated into MAP estimation process, so
that the local smoothness is adaptively controlled. The weighted non-
quadratic convex functional is defined to obtain the optimal solution that
is as close as possible to the original high-resolution image. An iterative
algorithm is utilized for obtaining the solution. The smoothing parame-
ter is updated at each iteration step from the partially reconstructed
high-resolution image, and therfore no knowledge about of the original
high-resolution image is required. Experimental results demonstrate the
capability of the proposed algorithm.

1 Introduction

The high resolution restoration is very important in the area of image analy-
sis, conversion of image dimension and video zooming [1,2,3,4]. For example,
when the precise maps of Earth’s weather are acquired from a satellite, weather
forecasters need to expand the map of small regions to forecast the weather in
more detail. The high resolution restoration can be applied to medical imaging
to search for anomalies from low resolution X-ray, the dimensional conversion in
high definition television (HDTV), multimedia image, and video printing.

The high resolution problem can be classified into two distinct processes: (1)
interpolation and (2) enhancement. The image expansion has been extensively
studied in the past years [3,4,5]. Simple approaches are bilinear interpolation,
zero-order hold expansion and cubic-spline interpolation. Zero-order hold expan-
sion results in blockiness image, which gives annoying effects to viewer. Both the
bilinear interpolation and the cubic spline approaches result in blurred version
of an original image. Other approaches such as emphasizing edges and incorpo-
rating a hybrid local edges used statistics of local edge direction and mapping
low resolution image into a best fit continuous space.

High-resolution reconstruction and expansion are ill-posed inverse problems
[4,5,6]. It means that there is an infinite set of enhanced and expanded images
corresponding to an original high-resolution image. In order to obtain a unique

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 561–571, 2005.
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and stable solution from the observed data, an ill-posed problem must be re-
placed by well-posed problem. A regularization method replaces an ill-posed
problem by a well posed one whose solution is an acceptable approximation to
the solution of the given ill-posed problem.

There have been reported results in improving the resolution of image se-
quences. In [7], a projection onto convex set (POCS) algorithm was used to
improve image quality. For motion blur, they assumed that velocities are con-
stant over the aperture time. Nakazawa et. al. [8] proposed an algorithm based
on image segmentation. Also, there have been reported results in improving the
resolution of image sequences. In Ref. [9], total least squares (TLS) approach
was used to obtain better conditioned formation. It has been shown that the
motion estimation and compensation is very useful to improve the resolution
from the low resolution video sequence [12,13,14,15]. However, motion estima-
tion errors between the current frame and the reference frames are not adaptively
handled to obtain the high resolution video sequences. Also, they require very
expensive computational cost to obtain a high-resolution frame from multiple
low-resolution frames.

Maximum A Posteriori (MAP) estimation has been widely used in image
restoration and high-resolution reconstruction [11]. However, local statistics is
not reflected into enhancement process, resulting in over-smoothness of edge
information in the reconstructed image. Therefore, it is promising to incorporate
the local information into MAP estimation process, so that the degree of local
smoothness is adjustably controlled.

This paper is organized as follows. In Section 2, the background of MAP
estimation is briefly reviewed. Section 3 describes the proposed algorithm. The
weighted nonquadratic convex functional using visibility function is addressed
and analyzed. Finally, experimental results and conclusions are discussed in Sec-
tions 4 and 5.

2 Problem formulation

Let us assume that z and y represent the original high-resolution image and the
corresponding low-resolution image by a factor of q. Then the relation between
the images can be written as

y(i, j) =
1
q2

q(i+1)−1∑
k=qi

q(j+1)−1∑
l=qj

z(k, l), (1)

where (i, j) and (k, l) denote pixel’s positions of the high-resolution image and
the low-resolution image, respectively.

When the original high-resolution image is degraded by contaminating noise,
for an N1 × N2 dimensional low-resolution image, the relationship between the
low-resolution image and high-resolution image can be described by

y = Dz + n, (2)
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where y, z, and n represent the lexicographically ordered low-resolution, original
high-resolution, and additive noise, respectively. The matrix D represents the
point spread function (PSF) caused by low-resolution imaging system. Then,
the problem at hand is to obtain an estimated high-resolution image that is as
close as possible to the original high-resolution image. MAP estimation has been
widely used in image restoration and reconstruction problems [4,11]. According
to it, the estimation can be computed as

ẑ = arg max[log Pr(y|z) + log Pr(z)]. (3)

It was shown that Markov Random Field (MRF) model with the Gibbs den-
sity function for the original high-resolution image and Gaussian density function
for the contaminating noise in Eq. (3) work well for obtaining the high-resolution
image. They can be described as

Pr(z) =
1
Z

exp[− 1
λ

∑
c∈C

Vc(z)], (4)

and

Pr(y|z) =
1

(2πσ2)
N1N2

2

exp(
−||y − Dz||2

2σ2 ). (5)

In Eq. (4), Z and λ denote a normalizing constant and the “temperature” pa-
rameter of the density, Vc(.) that is a function of a local group c called clique.
Then, Eq. (3) becomes

ẑ = argmin(
||y − Dz||2

2σ2 +
1
λ

∑
c∈C

Vc(z)). (6)

3 Adaptive MAP Expansion Algorithm

MAP estimation described in Sec. 2 outperforms the previous image expansion
method such as zero-order interpolation, linear interpolation, and cubic B-spline

d0

d2 d1d3

Fig. 1. Weighted clique function
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expansion. However, there still exist edge-smoothness problem since local statis-
tics is not incorporated into the estimation process. Therefore, it is necessary to
define a local activity function. In this work, we use the local mean and variance
to represent the function. Local mean and variance are defined as

mz(k, l) =
1

(2P + 1)(2Q + 1)

k+P∑
m=k−P

l+Q∑
n=l−Q

z(m, n) (7)

and

σ2(k, l) =
1

(2P + 1)(2Q + 1)

k+P∑
m=k−P

l+Q∑
n=l−Q

(z(m, n) − mz(k, l))2, (8)

where (2P + 1)(2Q + 1) is the extent of the analysis window. Then, the local
activity is defined as

w(k, l) =
1√

σ2(k, l) + 1
. (9)

The local activity takes the value between 0 and 1. The value goes to zero
for spatially high activity areas, while it goes to one for flat areas. Then, the
nonquadratic weighted convex functional is defined by the local activity and
Huber function described in Ref. [11], It is

Mλ[Wz, T ] = Ω[Wz, T ] +
λ

2σ2 ||y − Dz||2, (10)

Table 1. PSNR comparisons

Image Method PSNR (dB)
q=2 q=4

Zero-order hold interpolation 26.67 25.13
Lena Blinear interpolation 26.54 24.83

MAP estimation 28.68 25.53
proposed algorithm 29.68 25.92

Zero-order hold interpolation 33.51 27.99
Bird Blinear interpolation 33.45 27.88

MAP estimation 34.15 28.89
proposed algorithm 35.83 29.04

Zero-order hold interpolation 24.42 23.26
Cameraman Bilinear interpolation 24.23 23.13

MAP estimation 26.34 23.53
proposed algorithm 26.76 23.84

Zero-order hold interpolation 25.36 22.37
Airfield Bilinear interpolation 25.11 22.26

MAP estimation 26.50 22.53
proposed algorithm 26.88 22.90
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where T represents the threshold of the Huber function [11]. Also, Ω[Wz, T ]
represents the symbol for the sum of clique functions and it is described as

Ω[Wz, T ] =
∑
c∈C

Vc(Wz) =
qN1−1∑

k=0

qN2−1∑
l=0

3∑
m=0

ρT (dt(k, l, m)Wz), (11)

where the clique functions are shown in Figure 1 and defined as

dt(k, l, 0)Wz = [w(k, l + 1)z(k, l + 1) − 2w(k, l)z(k, l) + w(k, l − 1)z(k, l − 1)]

dt(k, l, 1)Wz =
1
2
[w(k − 1, l + 1)z(k − 1, l + 1) − 2w(k, l)z(k, l) +

w(k + 1, l − 1)z(k + 1, l − 1)]
dt(k, l, 2)Wz = w(k − 1, l)z(k − 1, l) − 2w(k − 1, l)z(k, l) + w(k + 1, l)z(k + 1, l)

dt(k, l, 3)Wz =
1
2
[w(k − 1, l − 1)z(k − 1, l − 1) − 2w(k − 1, l − 1)z(k, l) +

w(k + 1, l + 1)z(k + 1, l + 1)]. (12)

We propose to use a gradient descent algorithm to obtain a solution to the
minimization problem. The image gradient becomes

g(n) = ∇Ω[Wz, T ] +
λ

2σ2 (2DtDz(n) − 2Dty), (13)

Fig. 2. 128 × 128 dimensional low-resolution test images: (a) Lena, (b) Airfield, (c)
Bird, (d) Cameraman
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Fig. 3. 256×256 dimensional reconstructed high-resolution results of Fig. 2-a: (a) Zero-
order hold interpolation, (b) bilinear interpolation, (c) MAP estimation, (d) proposed
algorithm

and the direction of descent for the minimization can be written as

d(n) = −[I − Dt(DDt)−1D]g(n), (14)

where ∇ is the gradient operation and I represent the identity matrix. Then,
the successive iteration approximation becomes

z(n+1) = z(n) + α(n)d(n), (15)

where z(n+1) represents the updated value of z after n + 1-th iteration, and
α(n) denotes the relaxation parameter that controls the convergence rate of the
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iteration. In Eq. (15), the maximum decrease of d(n) is chosen by minimizing
the functional along d(n). It is

α(n) = arg minΩ[z(n) + α(n)d(n), T ]. (16)

Taking the derivative with respect to α(n), the step size for the n-th iteration is
given by

α(n) =
−∇Mλ[(Wz)(n), T ]td(n)

dt
(n)∇2Mλ[(Wz)(n), T ]d(n)

. (17)

4 Experimental Results

The proposed adaptive MAP high-resolution image enhancement algorithm was
tested with various images at a number of resolution. In the set of such ex-
periments, the 128 × 128-pixel “Lena”, “Airfield”, “Bird”, and “Cameraman”
low-resolution images shown in Figure 2 were used. PSNR (Peak Signal to Noise
Ratio) was used to evaluate the performance of the algorithm. For qN1 × qN2

Fig. 4. Visual quality comparison of reconstructed high-resolution Lena images: (a)
MAP estimation, (b) MAP estimation, (c) proposed algorithm, (d) proposed algorithm
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Fig. 5. 256×256 dimensional reconstructed high-resolution results of Fig. 2-b: (a) Zero-
order hold interpolation, (b) bilinear interpolation, (c) MAP estimation, (d) proposed
algorithm

size high-resolution image, it is defined as

PSNR = 10 log10
2552 × qN1 × qN2

||z − ẑ||2 , (18)

where z and ẑ represent the original high-resolution and the reconstructed high-
resolution images. Also, T = 4 is used for the threshold of the Huber function,
and q = 2 and q = 4 are used to obtain high-resolution image.
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Fig. 6. Visual quality comparison of reconstructed high-resolution Airfield images: (a)
MAP estimation, (b) MAP estimation, (c) proposed algorithm, (d) proposed algorithm

The proposed algorithm is compared with zero-order hold interpolation, bi-
linear interpolation, and MAP estimation approach. In Table 1, comparative re-
sults are shown for MAP high-resolution approach in Ref. [11]. From the table,
it is verified that the proposed algorithm outperforms other methods. However,
the gain is lowered as q is higher since the low-resolution image has very limited
information to obtain the high-resolution image.

The reconstructed high-resolution images of Figure 2-(a) by zero-order hold
interpolation, bilinear interpolation, MAP estimation, and the proposed algo-
rithm are shown in Figure 3. The reconstructed images by zero-order hold inter-
polation and bilinear interpolation result in over-smoothness at edge areas such
as ”hat” and shoulder. On the other hand, the reconstructed images with MAP
estimation and proposed algorithm reduce the smoothness. The visual quality
difference between MAP estimation and proposed algorithm is clearly shown in
Figure 4. Important information such as edge regions and objects is effectively
reconstructed by proposed algorithm. Also, Figure 5 show the corresponding re-
constructed high-resolution images of Figure 2-(b). ”road” and ”small” objects
are consistently well-reconstructed by the proposed algorithm. Enlarged parts of
Figure 5 are shown in Figure 6.
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5 Conclusions

In this paper, we presented an adaptive MAP high-resolution image enhancement
algorithm. Local statistics is used to determine the local activity that is used to
adaptively control the degree of local smoothness. The weighted nonquadratic
convex functional is defined to obtain the optimal solution that is as close as
possible to the original high-resolution image. The experimental results show
that the proposed algorithm outperforms MAP estimation with respect to PSNR
and visual quality.

Currently, a robust functional approach is under investigation. With such
approach, it is expected that better results can be obtained.
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Abstract. Different from conventional sensor networks, video sensor networks 
are distinctly characterized by their immense information and directional 
sensing models. In this paper, we propose an innovative, systematic method for 
image processing in video sensor networks in order to reduce the workload for 
individual sensors. Given the severe resource constraints on individual sensor 
nodes, our approach is to employ the redundancy among sensor nodes by 
partitioning the sensing task among highly correlated sensors. For an object of 
interest, each sensor only needs to capture and deliver a fraction of the scene of 
interests and these partial images can be fused at the sink to reconstruct a 
composite image. In particular, we detail how the sensing task can be 
partitioned among the sensors and propose an image fusion algorithms based on 
epipolar line constraint to fuse the received partial images at the sink. The 
experimental results show that our approach can achieve satisfactory results and 
we give detailed discussions on the effects of different system parameters. 

1   Introduction 

Recently sensor networks have attracted tremendous research interests due to its vast 
potential applications [1,2]. Although conventional sensor networks are capable of 
collecting and fusing immense data, information is specialized for a particular 
purpose constrained by severe resource limitations on a single sensor node. In this 
paper we investigate video sensor networks that are characterized by information-
intensive visual streams, which doubtlessly can benefit a plethora of data hungry 
applications such as environment monitoring in civil applications. 

With no exception from conventional sensor networks, video sensor networks are 
composed of a large amount of deeply embedded nodes equipped with optical sensing 
capability, connected via multi-hop wireless links, and aimed at harnessing the 
immense amount of information gathered therein. However, video sensor networks 
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are also distinctly characterized by their relatively immense data and directional 
sensing range. The rich content contained in visual streams demands much more 
sophisticated processes for sensing, processing, transmitting, securing, and analyzing. 
These advanced requirements, when coupled with the severe resource constraints 
imposed on individual sensor nodes, dictate innovative solutions for energy 
conservation in every aspect of the system. 

In this paper we propose an energy efficient, cooperative solution for task 
partitioning and image fusion in video sensor networks. Our key idea is to explore the 
redundancy among multiple sensors [3,4,5]. By partitioning the same sensing task 
among multiple related sensors and allowing each sensor to capture only a partial 
image, redundant processing in sensing and transmitting in network can be 
significantly reduced and hence network life can be prolonged. At the same time, 
scenes of interest can be fully reconstructed at the sink by fusing the corresponding 
partial images together. In particular, we develop an effective image fusion algorithm 
specifically for this scheme based on epipolar line constraint. As long as the 
parameters of source video sensors are given, we show that a fused image at a virtual 
viewpoint can be effectively constructed.  

While conventional visual surveillance systems have been the subject of extensive 
research, the front end is composed of powerful nodes with high resolution cameras 
and computation power which are connected to central servers via readily available 
high bandwidth backhaul networks. Therefore, energy and bandwidth limitations are 
essentially of no concern, which dictates that the problems and solutions are in spirit 
different from the one addressed by this paper. 

At the same time, conventional sensor networks have excelled largely thanks to its 
concept of a vast amount of deeply embedded, distributed, and coordinated sensor 
nodes. However, the information gathered therein is often of simple scalar format 
exemplified by temperature or humidity. On the contrary, video information possesses 
two significantly different characteristics: video streams are of much greater data and 
of more complex, vectorial format. While the first characteristic demands in-network 
information fusion in order to reduce load over band-limited networks and to save 
networks resource; the second one dictates in-network image fusion itself is a new 
challenge never seen before in the context of sensor networks. 

Extensive work has indeed investigated the problem of image fusion, which can 
generally be categorized into three classes: (1) image synthesis of multiple reference 
images taken from more than one viewpoint. (2) fusion of images taken from different 
instruments. (3) fusion of two images taken at the same viewpoint but with different 
fuzzy parts. All classes of fusion require the presence of multiple images with full 
resolution. On the contrary, our method is to reconstruct a composite image based on 
partial images from multiple sensors, in order to reduce the workload of individual 
sensors and extend their lifetime. A few pioneer papers have addressed the problem of 
scarce resources faced by video sensor networks [6,7,8], their approaches mainly 
focus on power efficient techniques for individual components. Our solution is a 
system level approach with focus on reduction of data amount through cooperative 
image processing.  

While assumption of omni-directional sensing area has facilitated elegant 
properties of conventional sensor networks [10,11], video sensor is characterized by 
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its directional sensing range. This characteristic introduces different properties in 
terms of network coverage and information correlation targeted by this paper.  

The reminder of this paper is organized as follows. In Section 2, we outline 
cooperative video processing in video sensor networks based on the correlation 
among individual nodes, including the video sensing model, video capturing, and 
video transmission. In Section 3 we detail our video fusion algorithm based on 
epipolar line followed by experimental studies in Section 4. Finally, we conclude and 
outline our future work in Section 5. 

2   Cooperative Video Processing Based on Correlation Among  
     Multiple Sensors 

If an object of interest is covered by multiple sensors, they can cooperatively capture 
the scene and independently deliver partial information to the sink where composite 
scene can then be constructed. Intuitively we can divide the sensing area into multiple 
parts, each sensor will be responsible for capturing one part resulting in video streams 
with only a fraction of the original size. 

Our approach of grouping sensors into cooperative teams is based on the 
correlation matrix obtained from our previous paper [9]. If sensors are highly 
correlated, redundancy will be high among their captured images and hence 
partitioning the sensing task across multiple sensors can most effectively reduce 
individual sensor’s workload. Using a two-cooperative-sensor example we will detail 
the video processing based on correlation in this section. The case for multiple 
sensors will be a trivial extension which is omitted in this paper. 

2.1   Video Sensing Model and Correlation Degree 

Conventional sensing models share one thing in common: sensing ability is isotropic 
and attenuates with distance. However as far as video sensors are concerned, their 
sensing model is directional. The directional video sensors are constrained by the field 
of view. Although omni-cameras are available, they are only suitable for captured 
moving objects with a short distance. 

Here we consider a 2D model as proposed in our 
previous work [9]. A video sensor N is a sector denoted 
by 5-tuple <X,Y,R,V, >. Here X,Y are the 2D position 
coordinates of the video sensor, R is the sensing radius. 
V is the center line of sight of the camera’s field of 
view which will be termed sensing direction, and  is 
the offset angle of the field of view on both sides of V. 
Without otherwise specified, V=(Vx,Vy) is of unit 
length, where Vx and Vy are the components along x-
Axis and y-Axis respectively. The sensing model of 
video sensor is illustrated in Fig. 1. 

N (X,Y)

V

R

a a

(Vx,Vy)

 

Fig. 1. Video sensing model 

As in our previous work, we define the correlation degree between two video 
sensors based on the overlapping area of their sensing ranges. Two sensors are 
correlated if their sensing areas overlap with each other. Based on their relative 
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positions, correlation between two sensors can be roughly classified into four cases as 
depicted in Fig. 2. 

 
(1)               (2)              (3)                (4) 

Fig. 2. Relative positions of two video sensors 

From Fig. 2 we observe that even if two sensors possess physical proximity, as 
illustrated in Fig.2 (4), the overlapping area and hence correlation among them can be 
rather small. On the contrary, in Fig. 2(1)-(3), shorter distance between sensors indeed 
indicates higher correlation. Naturally, larger overlapping sensing areas will lead to 
higher correlation degrees. We will proceed with our discussion for cooperative 
processing based on the case depicted in Fig. 2(2). Other cases can be addressed in 
similar ways and are omitted due to space limitation. 

2.2   Allocating the Sensing Task 

Assume that we have found the two video sensors, denoted by N1 and N2, with strong 
correlation regarding the target of interests. Let (X1, Y1) and (X2, Y2) denote their 2D 
position coordinates; V1=(V1,x,V1,y) and V2=(V2,x,V2,y) denote their respective sensing 
directions. Their relative sensing areas are depicted in Figure 4(a). 

In order to efficiently divide the sensing task between N1 and N2, we first need to 
determine respective sensing areas for them to cover. Our objective is to obtain a 
fused image as if it was captured by a virtual camera located at the middle point Nv 
between N1 and N2. Vv=(Vv,x,Vv,y) is the sensing direction of the virtual camera. As 
illustrated in Fig. 3(a). Assume that segment A1A2 is the scan line for the virtual 
camera in the image plane and Am is the middle point of A1A2. If the images delivered 
by N1 and N2 can be utilized to restore A1Am and AmA2 respectively, they can then be 
fused together to construct the virtual image. 

N 1

( X 1 ,Y 1 )
N v

( X v ,Y v )
N 2

( X 2 ,Y 2 )

P

A 1
 A 2

V 1 V v V 2

a a a a a a

A
m

                  
N1

(X1,Y 1)
Nv

(Xv,Yv)

A1

A2
Am

L1
L
m

t

Ai

 
(a)                      (b) 

Fig. 3. Video processing based on correlation 

The task now is to determine the exact partial image [L1,Lm] and [Rm,R2] that should 
be captured and transmitted by N1 and N2 respectively. As shown in Fig. 3(b), A1Am  
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which is the left half of the virtual image can be generated by corresponding L1Lm 
from N1. The solution to generate the right half of the virtual image is similar. The 
distance between the location and the image plane for all sensors are the same and 
denoted by F=n*f, where f is the focal length of video sensor and n is an adjustable 
factor. The scan line A1Am can be represented as 

  A1Am:
++=

−+=

xvyv

yvxv

tVFVYy

tVFVXx

,,v

,,v  (1) 

Notice that distance between left end point A1 and middle point Am is tan F, 
therefore the 2D position coordinate of A1 is (Xv + FVv,x - tan FVv,y, Yv + FVv,y + 
tan FVv,x). For sensor N1, located at (X1, Y1) and with the sensing direction 
V1=(V1,x,V1,y), the middle point of its scan line is (X1 + FV1,x, Y1 + FV1,y) and hence the 
scan line L1Lm can be represented as 

L1Lm: 
++=

−+=

xy

yx

tVFVYy

tVFVXx

,1,11

,1,11  (2) 

For the virtual camera located at (Xv,Yv) and sensing direction Vv, assume that M 
number of pixels shall cover segment [A1,Am]. According to Equation (1) and (2), 
points A1 and Am in the image plane will be mapped to (M-t1/C) and (M-tm/C) 
respectively in N1’s image plane, where C=tan F and t1,tm can be obtained by 
replacing (Xi,Yi) in Equation (3) with the coordinates of A1 and Am.  

)()(

))(())((

,1,1

,11,11

ivyivx

iviyivix

YYVXXV

XXYFVYYYXFVX
t

−+−
−−+−−−+

=       (3) 

Scan line of sensor N2 can be represented similarly. According to the same 
approach we can also determine the mapping from RmR2 to AmA2. 

2.3   Video Capturing 

Once the relation between the two sensors’ overage is determined, we can employ this 
information to empower the network with cooperative video information capturing. 
Assume the resolution of video captured by a sensor is (2M) N, where 2M and N 
are the horizontal resolution and the vertical resolution of a video frame. In order to 
achieve this goal, sensor N1 needs just to capture and transmit the partial image from 
the pixel (M-t1/C) to (M-tm/C) of every scan line; sensor N2 only needs to capture and 
transmit the partial image from the pixel (M-tm/C) to (M-t2/C) of every scan line. 

2.4   Video Transmitting 

Once the images are captured and tailored accordingly, the partial video streams will 
be sent to the sink independently by N1 and N2 via different routes to balance the 
network load. To find the route from the sensor to the sink, we can adopt existing 
sensor-initiated routing algorithms such as SPIN [12]. Notice that in SPIN, a two-step 
routing strategy is employed. In the first step, the sensor broadcasts a probe packet 
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that describes the sensor data that will locate a QoS-guaranteed route by negotiation 
and resource adaptation. Once the route is determined, in the second step, the whole 
video stream is transmitted. 

3   Image Fusion Based on Epipolar Line Constraint 

Once the images are transmitted to the sink, they will be fused together to construct 
the composite image from the two sensors. Instead of merging the two partial images 
directly in our previous work [9], we employ the properties of epipolar line constraint 
to transform the two partial images before merging them, which will result in higher 
visual quality of the fused image than before. 

Evidently, respective projective positions of a 3D point in the two image planes are 
different with the change of viewpoints. The key challenge is then to determine the 
corresponding relations of pixel points between different image planes. Toward this 
end, epipolar line constraint commonly used in computer vision provides us an 
effective solution. However, conventional methods for obtaining these relations are to 
correspond the six (at least) 3D points to their exact 2D position coordinates in the 
image plane and thus establish a group of multidimensional equations in order to 
derive a projective matrix M3x4 with twelve coefficients. Unfortunately, this method 
cannot be directly adopted for image fusion in video sensor networks.  

In this section, utilizing the properties of epipolar line constraint, we propose a 
method for obtaining the corresponding relation of pixel points between different 
image planes, which in turn will provide the basis for image fusion.  

3.1   Epipolar Line Constraint 

As illustrated in Fig. 4(a) and (b), we define two image planes I1 and I2 corresponding 
to video sensors N1 and N2, respectively. Before detailing our algorithm, we first 
provide some preliminaries. 

S

I1 I2

 N 1 N 2E 1 E2

P Q

P1

Q 1 Q 2

P2

el2el1

         

S

I1 I2

N 1 N 2E’1 E ’2

P Q

P1

Q 1 Q 2

P2el2e l1

 
(a)                                                          (b)  

Fig. 4. Inner /Outer epipolar line 

Assume that a 3D point P is projected onto I1 and I2 and its corresponding 
projective points are P1 in I1 and P2 in I2 respectively. P1 and P2 are termed 
corresponding point of each other. Given point P1 and P2 are corresponding points of 
P, we call the plane outlined by points P, P1, P2 as an epipolar plane and denote it by 
S. The intersection line el1(el2) between the epipolar plane S and the image plane I1 
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(I2) where point P1 (P2) is located is termed as inner (outer) epipolar line. And el1 and 
el2 are called corresponding epipolar line each other. 

The intersection point, E1 (E2), of all the inner epipolar lines in the image plane I1 
(I2) is called inner epipole. Similarly, the intersection point, E’1 (E’2), of all the outer 
epipolar lines in the image plane I1 (I2) is called outer epipole. Given the above 
definitions, we have the following properties. 

Property 1 On-one-line constraint. The four points N1, E1, E2, N2 are on the same 
line, and so do points N1, E’1, E’2, N2. 

Property 2 Continuity constraint. If point P1 and Q1 are located on the inner 
epipolar el1 in I1, their respective corresponding points P2 and Q2 are located on the 
inner epipolar el2 in I2. Furthermore, the imaging location relation of P2, Q2 in I2 

accords with that of P1, Q1 in I1. If the depth information of P, Q is the same, the 
distance between P and Q in the same image plane is the same as well. 

Property 3 Similarity constraint. If a 3D point P corresponds P1 in I1 and P2 in I2, 
color information of P1 and P2 and their neighboring points have great similarity. 

Property 4 Uniqueness constraint Except for certain special cases, any point in I1 
corresponds to only one point in I2. 

Among the above four properties, Property 1 is the computational foundation of our 
fusion algorithm. By establishing epipolar line constraint formula based on it, the 2D 
position coordinates of outer epipole can be located. Other properties provide the 
possibility of holistic epipolar lines matching, which is further explained below.  

If el1 and el2 are corresponding epipolar lines, pixel points pi on el1 and pj on el2 

(i,j=1,2,3,…, M) are corresponding when i is equal to j. In our case, el1, elv are 
corresponding epipolar lines on I1 from N1 and Iv from Nv respectively. The pixel 
point pj on elv can be generated by the pixel point pi on el1, as long as i equals to j. 
Based on this property, we can determine each pair of corresponding epipolar lines 
between I1 and Iv. Compared to pixel-by-pixel matching, holistic epipolar line 
matching simplifies the process of searching the corresponding pixel points.  

3.2   Epipolar Line Constraint Formula 

Based on the aforementioned properties, 
we define epipolar line constraint 
formulas in order to locate outer epipole 
and the parameters described earlier. 
Subsequently, pixel points’ corresponding 
relations between the two partial image 
planes can be established. In order to 
perform this, we first illustrate the 
concept of sensing angle. 

 

Fig. 5. Sensing angle 

As shown in Fig. 5, assume three video sensors N1,Nv and N2 are located on the 
same line k and their sensing directions denoted by V1,Vv and V2 intersect at P. 
Draw a vertical line t perpendicular to line k via P. The angle between the sensing 
direction and the vertical line t is termed sensing angle. Obviously, the value of 
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sensing angle  of a sensor is determined by its sensing direction V=(Vx, Vy). If 
Vx=0,  equals to zero; otherwise,  equals to arctan(Vy/Vx). When Vy/Vx>0, >0; 
otherwise, <0.  

Now let us examine our focused case in this paper as depicted in Fig. 3(a) with the 
outer epipolar line illustrated in Fig. 4(b). Using sensor N1 as an example, based on 
Property 1, we know that N1 and outer epipole E’1 are on the same line as shown in 
Fig. 6. Based on exact sensing angle 1 and sensing direction V1, we know that the 
location of the outer epipole E’1 is in the extended image plane I1, which is to the right 
of video sensor N1. 

 

Fig. 6. Computing position of outer epipole 

From the two hatched triangles that are similar, we can conclude that  
dis1 =f*ctan 1, where dis1 denotes the perpendicular distance from outer epipole E’1 to 
the sensing direction V1. Based on this, we obtain the outer epipolar line constraint 
equation depicted in Fig. 7(a). The matching process of the two groups of epipolar 
lines in I1 and Iv is as follows: (1) Compute the values of dis given by dis =f*ctan . 
(2) Establish epipolar line constraint equations through connecting the leftmost 
(rightmost) pixels of each row with the outer epipole. (3) Match each corresponding 
epipolar line between the two images pixel-by-pixel, from top to bottom and from left 
to right. 

Matching of the epipolar lines in Iv and I2 can be processed similarly, which are 
shown in Fig. 7(b) and (c). Notice that the outer epipole of N2 is on its left side, which 
is determined by the relevant positions of V1 and V2. Since we assume the sensing 
angle of video sensor N2 is opposite to those of N1 and Nv, the position of the outer 
epipole is also opposite to those of N1 and Nv.  

From Fig. 7, we observe that as dis decreases, the maximal slope value of the 
corresponding outer epipolar lines increases. The smaller the difference between  
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Fig. 7. Computing outer epipolar line constraint equation N1,Nv,N2, respectively 
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two distances from outer epipole to the sensing direction is, the smaller the 
difference between their maximal slopes is. Notice that the maximal slope value 
reflects the maximal distortion between the source image and the virtual image. 
So, if a 3D point P corresponds projective points P1 in I1 and P2 in I2 respectively, 
its 2D position coordinates change between projective points P1 in I1 and P2 in I2 

is small when both the distance between the two sensors and the difference 
between the sensing directions of the two sensors are small. And the position 
coordinates change relation satisfies approximately certain linear transformation. 
Thus, our approach of utilizing pixel points of the source image to generate 
corresponding pixel points of the virtual image will result in good quality fusion 
if certain conditions are satisfied. The video processing algorithm is summarized 
in Table 1. 

Table 1. Fusion algorithm 
_____________________________________________________________________ 
Fusion(Gv, G’, G1) 
/* Take example for the half of Gv, which is the fused 
image; G’ is the temporary image;G1 is the partial image 
from video sensor N1;*/ 
{//Initialize; 
(X,Y):=A1;C1:=Ftan /M; 
for i=1 to M do 
{//find current the value of parameter t in G1; 
t=mapping(x,y,G1);  
//find the current pixel index corresponding to t; 
l=M-t/ C1;  
for j=1 to N do 
{//put pxiel G1(l,j) into G’ (i,j); 
Putpxiel(G1,l, G’,i,j); } 

X:=X+ C1Vv,y;Y:=Y- C1Vv,x;} 
/*match the corresponding pairs of epipolar lines 

between G’ and Gv.*/ 
//get the values of dis1 and disv; 
dis1=f*ctan 1;disv=f*ctan v; 
/*establish corresponding epipolar line constraint 
equations for G’ and Gv , find the pixels in G’ in order 
to generate corresponding pixels in Gv.*/ 
For q=1 to N do 
  For p=1 to M do 

{//find the Y-coordinate of Gv(p,q)’s corresponding 
pixel in G’; 

y’= Epipolar_line(dis1 ,disv,p,q); 
//put pxiel G’(p,y’) into Gv(p,q); 
Putpxiel(G’, y’, Gv,p,q);} 

Output(Gv);} 
_____________________________________________________________________ 
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4   Experimental Results and Performance Analysis 

We have performed a set of experiments to verify the feasibility and efficiency of our 
approach. In our experiments, we employ two video sensors and use our algorithms to 
allocate the sensing task between them and perform image fusion. Both sensors 
possess the same inner parameters and their sensing angles are set to be 30 degrees 
apart. Table 2 summarizes the parameters. 

Table 2. Parameters Setting 

Parameter Parameter Setting (unit) 
Sensing angle 1/ 2 15°/-15° 

Focal length f 10mm 
Offset angle  25° 

Image size 320pixel*240pixel 
CCD chip size 8.8mm*6.6mm 

Fig. 8 shows a typical set of experimental results. Two images taken by two 
different sensors N1 and N2 for the same scene from different viewpoints are shown in 
Fig. 8(1) and Fig. 8(2), respectively. Fig. 8(3) and Fig. 8(4) are the partial images 
shown at a virtual viewpoint Nv which have been transformed by the epipolar line 
constraint formula. They are used to obtain the fused images depicted in Fig. 8(5) 
based on our proposed approach. The experimental results show that our image fusion 
method obtains satisfactory results. 

Through our experiments, we also notice that the results are heavily dependent on 
three parameters, namely the distance between the two video sensor nodes denoted by  
 

 
(1)                                    (2) 

 
(3)                                     (4) 

 
(5) 

Fig. 8. Some experimental results 
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D, the absolute angle difference between the two sensing directions denoted by | |, 
and the distance from the detected target to image plane or object distance denoted by 
F. Our conclusion is that the quality of image fusion is proportional to the object 
distance F, and inverse proportional to the distance between the two video sensor 
nodes  D and the absolute angle difference between the two sensing directions | |. 
The reasons are described below. 

As depicted in Fig. 9, construct an isoceles triangle model to represent the 
relationship among F, D and | |. This model indicates the restrictions of the three 
key parameters. Moreover, equilateral triangle model as a special case of isoceles 
triangle model restricts the boundary values of the three parameters. The angle of the 
equilateral triangle is the upper boundary of | |. And the edge relationship of the 
equilateral triangle defines the basic relationship between F and D. In other words, F 
must be equal or more than D. The relationship among these three parameters can be 
further examined based on this model as follows. 

First we assume that D is fixed and examine the effect of F. Fig. 9 shows the 
relationship between F and | |. The greater F is, the smaller | | becomes. 
Intuitively, this denotes that the more visual information is shared among the two 
images for fusion, the better the image fusion effect is. 

Next we assume that F is fixed and we examine the 
effect of D. As shown in Fig. 10, | | will decrease 
with the decreasing of D. The smaller | | is, the better 
the fusion effect becomes. Intuitively smaller | | 
denotes more similar viewing angles of the two 
sensors and hence better fusion quality . 

We also observe that the fusion algorithm is 
applicable if and only if F>D and | | [0º, 60º]. 
When F>D and | | [0º, 30º], the fusion effect is 
fairly good. Notice that when F>>D, | | essentially 
approaches zero. This means the sensing directions of 
two video sensor nodes become parallel. According to 
dis = f*ctan , when  is zero, ctan  approaches 
infinite and dis approaches infinite as well. In this 
case, the epiploar lines on the source image and the 
virtual image are almost horizontal. This actually 
simplifies the matching process dramatically as no 
matching is needed and the two partial images can be 
directly combined together. 

     
(a) 

 
        (b)  

Fig. 9. The effect of the para-
meters F and D, respectively

5   Conclusions and Future Work 

Immense information of video sensor networks demands efficient methods for 
reducing sensor’s workload. Motivated by this, this paper proposes a systematic 
method for video processing in video sensor networks based on sensors’ correlation. 
By teaming up highly correlated sensors and partitioning sensing areas among them, 
individual sensor’s processing load is significantly reduced. In particular, we propose 
a simple and yet effective image fusion algorithm for fusing partial images delivered 
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by multiple sensors. The algorithm is based on epipolar line constraint and proved to 
be effective through our experimental study. Furthermore, based on the isoceles 
triangle model, we analyze the effects of key parameters of the sensors in determining 
the quality of the resultant images. 

Our method still has its limitation. Although it has considered that a 3D point’s 
projective pixel is different in different image planes, it is still not a pure 3D model. 
The fusion algorithm is mainly based on correlation between multiple video sensors. 
With the increase of the angle between multiple video sensors’ sensing directions, the 
quality of fusion will decrease dramatically. In our ongoing work, we are 
investigating image fusion algorithms based on true 3D models in order to further 
improve the quality of fusion. 
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Abstract. Normal mapping is an essential rendering technique in 3D
computer graphics to express detailed wrincleness and bumpy texture of
the surface. As the normal mapping is increasingly utilized, compression
of normal maps is becoming a significant issue. The problem is there is no
quality evaluation model for lossy compressed normal maps. Therefore,
in this paper, we have developed a mathematical model to analyze the
characteristics between lossy compressed normal maps and 3D images
rendered with them. By calculating averages of the parameters which
cannot be defined uniquely and by introducing some assumptions, the
model has been expressed in a simple form. The validity and generality
of our model have been demonstrated by experiments. The model pro-
posed in this paper will be helpful for deciding normal map compression
strategy considering the target quality of the rendered 3D images.

1 Introduction

As more realism and visual complexity of scenes are required in 3D computer
graphics, expressing 3D objects only by polygons has become problematic in
terms of data storage and computational cost. In this regard, a number of elab-
orated texture mapping techniques have been developed such as bump mapping
[1], displacement mapping [2], reflection mapping [3][4], relief mapping [5], and
so forth.

Bump mapping, which is nowadays extended to normal mapping [6] to ex-
press more detailed and complicated texture, is especially a key technology to
enhance the roughness and wrinkles of the surface with small amount of polygon
data. For this purpose, hardware acceleration chips have been developed [7][8],
and algorithms to achieve hardware accelerated normal mapping using standard
texture-mapping processors have been discussed [9]. In addition, the development
of software that can automatically generate normal maps from high resolution
polygon models as well as normal map extraction techniques from images and
3D scan data [10]-[12] contributed to the increasing popularity of normal map-
ping. As a result, normal mapping is now supported by major 3D graphic API
libraries such as OpenGL [13] and DirectX [14] by default.
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On the other hand, generating and using high resolution normal maps for ev-
ery surface of the whole of 3D objects cause a lack of video memory resources and
a storage problem. In this regard, some of the general-purpose texture compres-
sion algorithms have been applied to normal map compression [17]. In addition,
a dedicated compression algorithm called 3Dc has been developed [18] and im-
plemented onto off-the-shelf Graphics Processing Units (GPU’s). We have also
been developing efficient normal map compression algorithms using standard 2D
image compression techniques such as JPEG and JPEG2000, as well [15][16].
However, the problem we need to point out is that there is no mathematical
quality evaluation model between the lossy compressed normal maps and the
images rendered with them so far. Therefore, the quality of the rendered images
are evaluated by PSNR between the original normal maps and the compressed
ones, which is not accurate, or by PSNR between the rendered images, which is
computationally expensive.

The purpose of this study is to analyze the relationships between the quality
of compressed normal maps and that of rendered images, and to propose a
peak signal-to-noise ratio (PSNR) model of the 3D images rendered with lossy
compressed normal maps. In 3D image rendering, there are some parameters
which cannot be defined uniquely such as kinds and positions of light sources,
shape of objects, color texture, reflectance factors, and so on. Therefore, we have
introduced some assumptions and averaging operations to some parameters for
simplicity. Nevertheless, experimental results have demonstrated that our simple
PSNR model is fairly accurate for estimating the quality of the rendered images.
As a result, compression quality factors of normal maps can be decided effectively
considering the target quality of the final rendered images.

2 Normal Maps

Normal maps are the maps of three-dimensional vectors which represent direc-
tions of normal vectors of 3D object surfaces. Therefore, normal maps can be
simply expressed as RGB bitmaps, in which the [-1, 1] range of normal vectors is
mapped to [0, 255] based on the equation as described in the following (therefore,
xyz values are discrete):

(x, y, z) =
2

255
(R, G, B) − 1 (1)

where (x, y, z) and (R, G, B) represent element values of each pixel in a normal
map and their corresponding full color pixel values, respectively.

In addition, the length of normal vectors is fixed at one in order to simplify the
weight factor calculation of color and luminance into the inner product operation
between the normal vector and the luminance vector as will be demonstrated in
Eq. (4):

x2 + y2 + z2 = 1 (2)
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(a) (b)

(c)

Fig. 1. Example of normal mapping: (a) 3D image with smooth surface; (b) normal
map of metal grill texture (512 x 512); (c) rendered 3D image using normal map.
Detailed grill texture is expressed without complicated polygons.

Here, the z component is always equal to or greater than 0 because the normal
vectors are in the direction of outer side of the surface:

− 1 ≤ x ≤ +1, − 1 ≤ y ≤ +1, 0 ≤ z ≤ +1 (3)

An example of normal map and the rendering result on a smooth sphere is
shown in Fig. 1. It is observed that the complicated metal grill texture is
expressed on the 3D object sphere only by the simple shape data and the
normal map. Since color and shading are calculated on-line according to the
normal map data, highlits and shadows on the surface can be rendered de-
pending on where the lights in the scene are located, resulting in more realistic
expression.
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3 PSNR Model of Rendered 3D Images

In 3D image rendering, there are some parameters which cannot be defined
uniquely such as kinds and positions of light sources, color texture, reflection
models, and so on. In our model, one of the simplest but fundamental light-
ing models is assumed where there is no ambient light, light emission, attenu-
ation/spotlight effects, nor specular. In addition, it is assumed that there is a
diffuse point light source in the infinite distance in the scene. Since the light
source is located in the infinite distance, our PSNR model is independent of the
shape of the object as will be demonstrated in the experimental results. In such
a simple model, lighting equation for each pixel is described as in the following:

I = max(L · N, 0) · D (4)

where I, L, and N represent the brightness, the light source vector, and the
original normal vector, respectively. Besides, D is the color which is the product
of the light’s diffuse color and the material’s diffuse color. In the same manner,
the brightness (I′) rendered with the lossy compressed normal vector (N′) is
expressed as in the following:

I′ = max(L · N′, 0) · D (5)

Although L · N and L · N′ are scene dependent due to the maximum condition
in Eqs. (4) and (5), we simplified the equations for simplicity as shown below:

I = (L · N) · D (6)
I′ = (L · N′) · D (7)

Here, let us define new PSNR for color images by averaging errors of R, G,
and B:

PSNR = 10 · log10
2552

1
3 (MSER + MSEG + MSEB)

(8)

where MSER, MSEG, and MSEB represent the mean square errors (MSE’s)
of the red, green, and blue color spaces, respectively. From Eqs. (6) and (7), the
PSNR for the rendered image is calculated as in the following equation:

PSNRrendered = 10 · log10
2552

1
3 · 1

M

∑
(
∑

j=R,G,B((L · N) · Dj − (L · N′) · Dj)2)

= 10 · log10
2552

1
3 · 1

M

∑
(D2

R + D2
G + D2

B) · (L · N − L · N′)2
(9)

where M represents the total number of pixels. And, DR, DG, and DB stand
for red, green, blue elements of D, respectively. Then, we define L, N, and N′

as in the following equation (see Fig. 2):

N = (x, y, z) (10)
N′ = (x′, y′, z′) (11)

L = (sinθcosφ, sinθsinφ, cosθ), (0 ≤ θ ≤ π

2
, 0 ≤ φ ≤ 2π) (12)
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L

N=(x, y, z)

θ

φ
x

y

z

+1-1

dS=sinθdθdφ

Fig. 2. Definition of N and L. L is expressed by the spherical polar coordinates.

where L is expressed by the spherical polar coordinates. From Eqs. (10)-(12),
the square error between L · N and L · N′ is expressed as in Eq. (13):

E(θ, φ)2 ≡ (L · N − L · N′)2

= ((Δx · cosφ + Δy · sinφ)sinθ + Δz · cosθ)2 (13)

where Δx, Δy, and Δz represent (x − x′), (y − y′), and (z − z′), respectively. In
order to define PSNRrendered uniquely independent of the light source position,
the mean value of Eq. (13) for the whole range of the hemisphere (see Fig. 2) is
calculated by taking the double integrals as shown in Eq. (14):

E(θ, φ)2 =
1
2π

∫ ∫
S

E(θ, φ)2dS

=
1
2π

∫ π
2

0

(∫ 2π

0
E(θ, φ)2dφ

)
sinθdθ

=
2
π

∫ π
2

0

(
1
2
((Δx)2 + (Δy)2) · sin3θ + (Δz)2 · cos2θsinθ

)
dθ

=
1
3
(
(Δx)2 + (Δy)2 + (Δz)2

)
(14)

Finally, PSNRrenderd is described as

PSNRrendered = 10 · log10
2552 · 3 · M∑

(D2
R + D2

G + D2
B) · 1

3 ((Δx)2 + (Δy)2 + (Δz)2)
(15)
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On the other hand, the PSNR of a normal map, which is employed in the con-
ventional approach, is calculated as shown in the following equation:

PSNRnormal = 10 · log10
2552 · 3 · M∑

((R − R′)2 + (G − G′)2 + (B − B′)2)

= 10 · log10
2552 · 3 · M

(255
2 )2 ·

∑
((x − x′)2 + (y − y′)2 + (z − z′)2)

= 10 · log10
2552 · 3 · M

(255
√

3
2 )2 ·

∑ 1
3 ((Δx)2 + (Δy)2 + (Δz)2)

(16)

By comparing Eqs. (15) and (16), it is observed Eq. (16) would overestimate the
quality of the rendered images in most cases since the color texture of the surface
is not considered properly. Although the normal maps have three dimensional
data of x, y, and z, the normal maps have only two degrees of freedom due to
the unity condition as described in Eqs. (2) and (3). Therefore, Eq. (16) can be
re-written by using only x and y component values as in the following if needed:

PSNRnormal =

10 · log10
2552 · 3 · M

(255
√

3
2 )2 ·

∑ 1
3

(
(Δx)2+(Δy)2+(

√
(1−x2−y2)−

√
(1−x′2−y′2))2

)
(17)

(a) (b)

(d)

(c)

(e)

Fig. 3. Rocky texture and its normal map: (a) color texture; (b) original normal map;
(c) original rendered image at θ = 30, φ=45; (d) compressed normal map (3bpp); (e)
renderd image using (d) at θ = 30, φ=45. Texture and normal map is attached to flat
board.
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4 Experimental Results and Discussions

The experiments were carried out using normal maps in ”Bump Texture Li-
brary [19]” provided by Computer Graphics Systems Development Corporation.
The normal maps were compressed into JPEG format with several quality fac-
tors. Important to note here is that our model is independent of compression
algorithms. Therefore, the PSNR model presented in this paper is applicable to
normal maps with any compression algorithm. The color texture data, which
were also included in the library, were uncompressed.

An example of the rendered image of the rock texture using compressed and
uncompressed normal maps is shown in Fig. 3. In the experiments, the normal
map was attached to a flat square board and the other conditions were same as
those introduced in Section 3. φ was changed from 0 to 2π while keeping θ at 0,
30, and 60.

The PSNR’s of the rendered images shown in Fig. 3 are demonstrated in
Fig. 4. Since the white point light source in infinite distance is assumed, (R, G, B)
data of the color texture data were directly used for (DR, DG, DB) (see Eq.
(15)). The dotted line represents the PSNR’s predicted by our model whereas
the solid line with square points correspond to the actual PSNR. At the same
time, the PSNR of the compressed normal map is also demonstrated as the solid
line with triangle points. From the figure, it is shown that the PSNR’s of the
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Fig. 5. Results using stone texture: (a) color texture; (b) normal map; (c) rendered
image at θ=30 and φ=45; (d) PSNR

rendered images coincide with our model fairly well. The PSNR estimated by
our model is within error bars for all the range of bit rate. When the bit rate of
the compressed normal map is low, our model tends to underpredict the quality.
This is due to the model simplification introduced in Eqs. (6) and (7). On the
other hand, PSNR of the normal map begins to overpredict when the bit rate
of the compressed normal map is large. In practice, the PSNR of the rendered
image is 30dB or higher to maintain the image quality. Therefore, our PSNR
model coincide with the actual PSNR better than the convensional approach in
practical situation.

Another example of the experimental results is shown in Fig. 5. Again, our
model estimates the PSNR of the rendered 3D image better than that of com-
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Fig. 6. Experimental results when normal map was rendered on sphere: (a) rendered
image at θ=30 and φ=45; (b) rendered image at θ=30 and φ=45 with normal map
compressed at 3bpp; (c) PSNR. Txture and normal map of Fig. 3 was used.

pressed normal maps. In particular, the prediction accuracy is pretty good in
practical PSNR region.

The PSNR when the normal map of the rocky texture (see Fig. 3) was at-
tached to a sphere is illustrated in Fig. 6. Since the rim of the sphere is almost
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black and does not contribute to the quality degradation, 20% of the area on the
rim was not included in PSNR calculation. It is demonstrated that our PSNR
model is robust to the variation of the shapes of 3D objects and predicts the
actual PSNR properly in spite of its simple form of equation.

In case detailed quality evaluation under more complicated scene where our
simple assumption does not hold any more is required, the parameters such as
kinds and positions of light sources, shape of objects, color texture, reflectance
factors, and so on need to be involved in Eqs. (4) and (5). It is the trade-off
between the computational cost and acurracy of quality evaluation.

5 Conclusions

We have developed a mathematical model between the error of lossy compressed
normal maps and its influence on the 3D images. By assuming some simple con-
ditions and taking averages of the parameters that cannot be defined uniquely,
the model has been made simple. The generality and robustness of our PSNR
model for rendered 3D images have been demonstrated by experiments. As a
result, it has been made possible to decide compression ratios of normal maps
considering the target quality of final rendered images.
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Abstract. Skin region detection plays an important role in a variety
of applications such as face detection, adult image filtering and gesture
recognition. To improve the accuracy and speed of skin detection, in
this paper, we describe a fast adaptive skin detection approach that
works on DCT domain of JPEG image and classifies each image block
according to its color and texture properties. Main contributions of our
skin detector are: 1) It jointly takes into consideration the color and
texture characteristics of human skin for classification and can adaptively
control the detection threshold according to image content; 2) It requires
no full decompression of JPEG compressed images and directly derives
color and texture features of each image block from DCT coefficients.
Comparisons with other existing skin detection techniques demonstrate
that our algorithm can compute very fast and achieve good accuracy.

1 Introduction

Color is an obviously distinguishing feature of an object. Pattern recognition
methods based on color can be invariant to object rotation, translation and
deformation. Specifically, skin color can provide a useful and robust cue for
human-related image analysis, such as face detection and pornographic image
filtering. Numerous techniques have been propose to detect human skin color
regions in still images, for example, [1, 2, 3, 4, 5, 6, 7], to name just a few. These
techniques can be generally summarized as pixel-based detection with static skin
color models: a static skin color model is learned off-line and each input image
pixel is checked according to the learned skin color model. If a pixel’s color value
satisfies the model, it is marked as skin pixel, otherwise, it is marked as non-skin
pixel.

Despite the enormous research efforts that have been devoted, two require-
ments for skin detection still remain challenging: accuracy and efficiency. As for
accuracy requirement, we mean that skin detection should be robust to imaging
conditions and not biased by human race. Skin color varies among different hu-
man races and can change greatly under different illumination conditions. There-
fore, skin detection methods that use static skin color models can not function
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properly in unconstrained conditions. To alleviate the limitations of static meth-
ods and to improve the accuracy of skin detection, adaptive techniques have been
introduced [8, 9, 10]. However, these techniques need full decompression of JPEG
images to pixels domain and iterative operations to select the most appropriate
skin model, such as iterative region segmentation in Phung’s method [8], itera-
tive thresholding on Gaussian mixture model in Quan’s method [9] and iterative
update of thresholding-box on H-S color component in Cho’s method [10].

Both full decompression of JPEG image and iterative operations bring about
the problem of computational burden. Sacrificing efficiency for accuracy may be
tolerated in some applications, but not in some other applications. For example,
in adult images filtering systems [1, 3], skin detection is a preliminary step to
identify benign images with few skin pixels and pass images with sufficiently large
skin regions for further examination. The computation cost of skin detection can
significantly affect the efficiency of the overall system. To improve the accuracy
and efficiency of skin detection, we propose an adaptive block-based skin detec-
tion approach in this paper. Our approach works on compressed domain and
determines each image block according to its color and texture properties. We
focus our effort on JPEG images because these type of images are mostly used
in web and the work reported here is part of our current project to develop a
system to block pornographic web images. Skin detection in JPEG compressed
domain has been previously introduced in [11], our approach differs from [11] in
feature extraction method and classification method. Two main contributions of
our approach are:

1. Our skin detector jointly takes into consideration the color and texture char-
acteristics of human skin for classification and can adaptively control the
detection threshold according to image content;

2. Our skin detector is very fast. It requires no full decompression of JPEG
compressed images and directly derives color and texture features of each
image block from DCT coefficients.

The rest of the paper is organized as follows: Section 2 gives an overview of
our approach followed by detailed descriptions in Section 3. Section 4 presents
our empirical study and Section 5 concludes the paper.

2 Overview

The basic to-be-process image unit in our algorithm is 4×4 image block, we
note here that we have tried different block sizes including 8×8 and 2×2 and
we found 4×4 block size yields the best result, so far as accuracy and speed are
jointly concerned. First, compressed JPEG image data are Huffman decoded and
de-quantized to get the DCT coefficients of each 8×8 image block. Since JPEG
image data are compressed using 8×8 block, we need to decompose each 8×8
block to four 4×4 sub-blocks and we then directly extracted color and textural
features of each sub-block from their DCT coefficients. Each block is classified
into skin and non-skin block using an initial threshold, adjacent skin blocks forms



Fast Adaptive Skin Detection in JPEG Images 597

Fig. 1. Schematic description of our skin detection algorithm

a candidate skin region. For each candidate skin region, we examine whether it is
smooth enough. If candidate skin region is smooth enough, it is decided as true
a skin region, else, we increase the threshold and use the updated threshold to
remove noise blocks in the candidate region. This process iterates until each skin
region is smooth. The outline of our algorithm is schematically shown in Fig.1.
Although iterative operations are still needed to find the optimal threshold value,
our algorithm works on compressed image domain and thus can compute on the
fly. Details of computational complexity analysis is presented in section 4.1.

3 Details

This section provides detailed description of three core components of our ap-
proach: skin classifier, adaptive threshold selection and feature extraction in
JPEG compressed domain.

3.1 Skin Classifier

The task of skin detection is to classify each image block (or pixel) into skin or
non-skin categories. Although there exist many sophisticated classifiers, we opt
for Bayesian classifier because its effectiveness in skin detection has been shown
previously [1]. For an image block with color feature color and textural feature
texture, its posterior probability of being human skin region can be calculated as:
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P (skin|color, texture) = P (color, texture|skin) × P (skin)
P (color, texture)

(1)

Its posterior probability of being non-skin can be calculated as:

P (¬skin|color, texture) = P (color, texture|¬skin) × P (¬skin)
P (color, texture)

(2)

Here, P (color, texutre) are joint probability of color and texture in the domain of
image database. P (color, texture|¬skin) and P (color, texture|skin) are condi-
tional probabilities and they can be calculated using histogram method. For ex-
ample, we can use a training skin image dataset to obtain a histogram Hskin(x, y)
where Hskin(color, texutre) is the count of skin blocks with color feature color
and textural feature texture, then we can get the conditional probability as:

P (color, texture|skin) =
Hskin(color, texture)∑
Hskin(color, texture)

(3)

Similarly, we can use a non-skin image dataset to get another conditional prob-
ability as:

P (color, texture|¬skin) =
H¬skin(color, texture)∑
H¬skin(color, texture)

(4)

To avoid the computation of joint probability P (color, texture), we dived (1) by
(2) and have:

P (skin|color, texture)
P (¬skin|color, texture)

=
P (color, texture|skin)

P (color, texture|¬skin)
× P (skin)

P (¬skin)
(5)

When (5) is larger than a predefined threshold, the image block is classified as
skin region. Since the class prior P (skin) and P (¬skin) are unknown constants,
we can fold them into the threshold, so our skin classifier is:

F (color, texture) =
P (color, texture|skin)

P (color, texture|¬skin)
> τ (6)

Two major aspects distinguish our classifier from [1]. Firstly, [1] is pixel-based
and only the pixel’s color feature can be used for classification. As a comparison,
ours is block-based and, besides color features, additional textural feature can
make classification more robust. Secondly, [1] use a fixed threshold obtained
by trial-and-error, while our threshold is automatically controlled according to
image content, which will be described in section 2.2.

3.2 Adaptive Thresholding

The threshold value τ is crucially important for accurate classification. If the
threshold is too low, many non-skin regions will be mistaken as true skin re-
gions. On the other hand, if the threshold is too high, many true skin regions
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will be wrongly classified as non-skin regions. Traditional selection of threshold
value τ is through trial-and-error and the final decision is a ”global optimal”
one that strikes balance between precision and recall on the validation dataset,
which, however, may not be suitable for each image. An alternative is to find
optimum thresholds for each image according to its content. We observe that hu-
man skin region in image usually cover a certain area that are larger than 4 × 4
pixels (more than one skin block), and skin region are usually homogeneous in
texture property. This observation inspires us with an adaptive threshold selec-
tion mechanism. We can initially set the threshold with a relatively small one
and image blocks that satisfy equation (6) are marked as skin blocks. Adjacent
skin blocks forms a candidate skin regions, which may not miss true skin re-
gion but may include non-skin regions. True skin regions and non-skin regions
together will make the candidate skin regions exhibit dis-homogeneous texture
property. Then we increase the threshold, say, τ = ατ(1 < α), and skin blocks
who no longer satisfy (6) are removed from candidate skin regions. The process
repeats until candidate skin region become homogeneous and then marked as
true skin region. Actually, we adopt a coarse-to-fine selection, which is in spirit
similar to [8].

3.3 Feature Extraction

In JPEG compression scheme, color images use YCbCr color space and each
individual color component is compressed separately. Image data are compressed
in 8×8 block called data unit and Discrete Cosine Transform (DCT) is employed
to convert the data unit values into a sum of cosine functions. Conventional skin
detection approaches need to decode the images to the pixel domain first and
require inverse DCT (IDCT). Our feature extraction directly works on DCT
domain and bypasses the IDCT, which is computationally expensive. We adopt
YCbCr color space to describe image block’s color feature: color = [y, cb, cr]. The
reason for this adoption is twofold: First, it is consistent with JPEG compression
scheme and avoid the computation for color space conversion. Second, previous
work has demonstrate YCbCr is more valid than other color spaces for skin
detection [5]. The reason for us to choose block as basic processing unit is as
follows:

– It’s also consistent with JPEG compression scheme, and color and texture
features can be directly extracted.

– It can speed up the detection (see section 4.1 for analysis).
– Besides color feature, additional available texture feature can make our skin

detection more robust (see section 4.2 for comparison).

To describe block’s texture feature, we adopt intensity variance in Y color com-
ponent: texture = σ2(y). The more homogeneous a region is, the smaller its
texture is. We denotes DCT coefficients of an 4 × 4 image block to be FX

(u,v),
where X denotes color component, and u and v represents frequency indices.
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According to the definition of 2D DCT:

F(u,v) =
1
2
C(u)C(v)

3∑
i=0

3∑
j=0

f(i,j) cos
(2i + 1)uπ

8
cos

(2j + 1)vπ

8
(7)

The corresponding inverse DCT is:

f(i,j) =
1
2

3∑
u=0

3∑
v=0

C(u)C(v)F(u,v) cos
(2i + 1)uπ

8
cos

(2j + 1)vπ

8
(8)

where

C(u) = {
1√
2

, u = 0
1 , others

(9)

So the mean value of the block is:

μblock =
1
16

3∑
i=0

3∑
j=0

f(i,j)

=
1
32

3∑
u=0

3∑
v=0

C(u)C(v) ×
3∑

i=0

cos
(2i + 1)uπ

8

3∑
j=0

cos
(2j + 1)vπ

8
(10)

Since
3∑

i=0

cos
(2i + 1)uπ

8
= { 4 , u = 0

0 , others
(11)

We get:

μblock =
1
4
F(0,0) (12)

So we can compute block’s color feature as:

color = [
1
4
FY

(0,0),
1
4
FCb

(0,0),
1
4
FCr

(0,0)] (13)

The block’s texture property is computed as:

textureblock = σ2
block =

1
16

[
3∑

i=0

3∑
j=0

f2
(i,j)] − μ2

block (14)

According to Parseval’s theorem:
3∑

i=0

3∑
j=0

f2
(i,j) =

3∑
u=0

3∑
v=0

F 2
(u,v) (15)

Equation (14) can be reformulated as:

textureblock =
1
16

[
3∑

u=0

3∑
v=0

(FY
(u,v))

2 − (FY
(0,0))

2]

=
1
16

3∑
u=0

3∑
v=0

(FY
(u,v))

2, (u, v) = (0, 0) (16)
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For an image region containing N adjacent blocks, texture property can be
similarly computed as:

textureregion = σ2
region

=
1

16N

N∑
k=1

3∑
i=0

3∑
j=0

[FY
k (i, j)]2 − [

1
4N

N∑
k=1

FY
k (0, 0)]2 (17)

=
1
N

[
N∑

k=1

textureblock +
1
16

N∑
k=1

(FY
k (0, 0)))2] − [

1
4N

N∑
k=1

FY
k (0, 0)]2

Since natural block size in JPEG is 8 × 8, we have to decompose each block
to four sub-blocks. Let F88 denote DCT coefficient of a 8 × 8 block, and let
F i

44, (i = 0, 1, 2, 3) denote the coefficients of corresponding 4 × 4 sub-blocks. We
can have:

[F
0
44 F 1

44
F 2

44 F 3
44

] = 2CF88C
T (18)

where C is the transcoding matrix, and readers are referred to [12] for more
details.

4 Experiment

Our experiments are designed to answer the following questions:

1. What is the performance (accuracy and speed) of our skin detector?
2. What is the gain of using both color and texture feature over using only

color feature?

4.1 Experiment A

To evaluate the accuracy and efficiency of our adaptive block-based skin detec-
tion algorithm, we compare our method with the adaptive methods proposed
by Phung [8] and non-adaptive method proposed by Jones [1]. We study true
positive (TP) and false positive (FP) of each method. True positive is defined
as the ratio of the number of ground truth skin pixels identified to the total
number of skin pixels. False positive is defined as the ratio of the number of
non-skin pixels misclassified as skin pixels, to the total number of non-skin pix-
els. The more accurate an algorithm is, the higher TP and lower FP it will have.
As for efficiency, we calculate the time (in milliseconds) used to detect all the
images in test set by each method. Each algorithm is implemented using C++
programming language and we run each algorithm five times to get the average
time. The experiments are done on a 1GHz Pentium IV PC running Microsoft
Windows 2000 operation system.

The dataset used in this experiment includes 3000 face images and 300 adult
images. Face images are from ECU face database [8]. Adult images are down-
loaded from Internet and for offensive reason, we don’t present adult images in
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Table 1. Comparison results of three skin detectors

Ours Jones’s[1] Phung’s[8]

TP 85.24% 82.27% 85.09%
FP 4.60% 4.61% 5.14%

Time(ms) 85,744 166,667 472,110
Average Speed
(fram/second)

12.82 6.60 2.33

this paper. We use 2200 images for training and 1100 images for test. All skin
detectors are trained on the same training data and tested on the same test-
ing data. Testing data contains 53,412,219 skin pixels and 235,305,733 non-skin
pixels. Skin and non-skin pixels are manually labelled.

Table 1 lists the comparison of accuracy and efficiency of three skin detectors.
As can be seen from the table, our skin detector outperforms two counterparts
in both accuracy and speed. In terms of accuracy, our detector surpasses two
others with higher TPs and lower FPs. Compared with Jones’s non-adaptive
method, our method gains 2.97% in TP while their FPs are almost identi-
cal. Compared with Phung’s adaptive method, our method increases 0.15% in
TP and decreases 0.54% in FP. The superiority of our detector lies in the fact
that we jointly take human skin’s color and texture property into account and

Fig. 2. Some example images. The first column is original image, the second column
is the detection result using a small threshold, the third column is the detection re-
sult using a high threshold and the fourth cloumn is detection result by our adaptive
threshold. The white regions denotes the detected skin regions.
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Fig. 3. Each block contains 16 pixels. If we consider each block as a ”pixel” in ”block
domain image”, the block domain image’s size is only 1

16 to that of original image.

adaptively select the most appropriate threshold for each image. Although both
our detector and Phung’s use similar adaptive methods, the difference of their
accuracy are mainly due to the features they used, which we further explore in
experiment B. We give two skin detection results in Fig. 2, which also clearly
demonstrated the effectiveness of the adaptive threshold selection mechanism.
In terms of computational speed, the average speed of ours is nearly doubled
compared with Jones’s method and is almost 6 times as fast as that of Phung’s
method. The gain of speed can be attributed to three facts. First, our approach
works on compressed domain and avoids the time-consuming IDCT. Second, our
method derives color and texture features directly from DCT coefficients. Each
block (16 pixels) needs only 3 multiplication to compute color value and 15 mul-
tiplications and additions to compute texture feature. For further computation
of texture feature of a region consisting of N block, only another N +5 multipli-
cation and 3N + 1 additions are required. Third, each 4 × 4 block is considered
as a whole and as a basic processing unit. Iterative segmentation is performed
on block domain as if on an image whose size is only 1

16 of original image (see
Fig. 3).

4.2 Experiment B

This experiment demonstrates the advantage of using both color and texture
features in our skin detector. The dataset used here including 100 images con-
taining no human skin regions but lion, food, dessert, plant and so on. These
objects share similar color with human skin but differ in texture property. We
compare our skin detection method with Phung’s [8], because these two method
adopt similar adaptive mechanism but different features: Phung’s method only
consider the color feature of each pixel while ours takes into account both color
and texture of each image block. Fig. 4 lists some detection results. These ex-
amples clearly shows jointly consideration of color and texture property can
significantly decease FP in these images. We note here this is very important
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Fig. 4. Skin detection results. Images in the top row are original images, images in
middle row are detection results by Phung’s method, and images in bottom row are
our results. The white regions denotes the detected skin regions.

for our adult web image filtering application, because when these images are
detected as containing large skin regions they will more likely be classified as
adult images.

5 Conclusion and Future Works

In this paper, we focus on improving the accuracy and speed of skin detection
in JPEG compressed images. To speed up detection, our skin detector works on
JPEG compressed domain and directly derives color and texture features from
DCT coefficients, thus circumvents the computational expensive inverse Discrete
Cosine Transform operation. To improve accuracy, we jointly consider texture
and color property of human skin region and use an adaptive threshold selection
method the find the optimal threshold for detection. We report experimental re-
sults to demonstrate the high accuracy and low computational complexity of our
approach. In future work, we will integrate the skin detection algorithm with other
techniques to develop a robust content-based adult web image filtering system.
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Abstract. This paper proposes a new blocking artifact reduction algorithm us-
ing an adaptive filter based on classifying the block boundary area. Generally, 
block-based coding, such as JPEG and MPEG, introduces blocking and ringing 
artifacts to an image, where the blocking artifact consists of grid noise, staircase 
noise, and corner outliers. In the proposed method, a 1D low-pass filter reduces 
staircase noise and corner outliers. Next, the block boundaries are divided into 
two classes based on the gradient of the pixel intensity in the boundary region. 
For each class, an adaptive filter is applied so that the grid noise is reduced in 
the block boundary regions. Thereafter, for those blocks with an edge compo-
nent, the ringing artifact is removed by applying an adaptive filter around the 
edge. Finally, high frequency components are added to those block boundaries 
where the natural characteristics have been lost due to the adaptive filter. The 
computer simulation results confirmed a better performance by the proposed 
method in both the subjective and objective image qualities.  

1   Introduction 

When using JPEG [1], H.261, H.263, and MPEG [6] as block-based image and video 
coding standards, inter- and intra-block degradation of the image quality can occur. 
As such, blocking and ringing artifacts are two of the main phenomena caused by 
these block-based coding algorithms. Moreover, the discontinuity effect between 
adjacent blocks in decompressed images is more serious for highly compressed im-
age. Consequently, an efficient blocking artifacts reduction scheme is essential for 
preserving the visual quality of compressed images. 

The blocking artifact consists of the grid noise, staircase noise, and corner outlier. 
Grid noise appears as a slight change of image intensity along a block boundary in a 
monotone area. Staircase noise represents the discontinuation of a continuous edge 
located among blocks. A corner outlier is visible at the corner point of a block, where 
the corner point is either much larger or much smaller than the neighboring pixels. 
Plus, improper truncations of high frequency components introduce a pseudo-edge 
called the ringing artifact. 

The iterative POCS-based recovery algorithm has been proposed [7]. But, this algo-
rithm has the drawback of the computational complexity. It has been proposed a fil-
tering algorithm in wavelet transform that used for the characterization of edges and 



 Effective Blocking Artifact Reduction Using Classification of Block Boundary Area 607 

singularity in multiscales [8]. This algorithm needs to accurately classify quantization 
errors in multiscales. 

A spatial LPF (low pass filter) is widely used to eliminate the blocking artifact. 
Ramamurthi et al [2] classify an image into monotone and edge blocks. Then a 2-D 
LPF is applied to remove any grid noise in the monotone block and a 1-D LPF is 
applied to remove the staircase noise in the edge block parallel to the edge block, 
respectively. However, the classifier used in this algorithm is inaccurate, therefore, 
the edge block can be blurred if it is classified as a monotone block. 

H. C. Kim et al [3] proposed an algorithm using an SAF (signal adaptive filter) 
based on global, local, and contour edge maps obtained using a sobel operator plus 
the mean and variance of the pixel gradient in the block. A 2-D SAF is applied to all 
the blocks based on the global and local edge maps, whereas a 1-D LPF is applied 
along the edge using the contour edge map. The corner outlier is replaced with the 
mean value of the weighted corner-point pixels. This algorithm produces a better 
image quality than the algorithm proposed by Ramamurthi et al [2] and works well in 
eliminating grid noise yet not staircase noise.  

The algorithm proposed by S. D. Kim et al [4] classifies an image into smooth re-
gion and default modes using the pixel difference in the block boundary. A 1-D LPF 
is applied to the smooth region mode, then, according to the frequency components in 
the block boundary, an LPF is applied to the default mode. Although this algorithm 
can conserve the complex region, it does not eliminate the blocking artifact in the 
edge region. 

Chung J. Kuo et al [5] classifies blocks with visible blocking effects according to 
the visibility, and then detects edge in the visible blocks. A space-variant lowpass 
filter is employed to smooth the pixels at block boundary of the visible blocks and 
edge neighborhood in those blocks. As this algorithm employ the filters per block, it 
may be blurred the pixels except the edges in the visible blocks. It must be needed the 
detailed filtering. 

Accordingly, this paper proposes a blocking artifact reduction algorithm using an 
adaptive filter based on the classification of the block boundary area. A 1-D 3-tap 
filter is applied in the entire block boundary to eliminate the staircase noise and cor-
ner outlier. Next, the bloc k boundary representing the blocking artifact is classified 
into monotone and smooth edge regions. A 1-D 5-tap SAF and 2-D 3-tap SAF are 
then applied to the monotone and smooth edge region, respectively, and a 2-D 3-tap 
SAF is applied to the edge block to eliminate the ringing artifact. When an SAF is 
applied to the block boundary and edge block, an edge map is used to conserve the 
characteristic of the edge. 

However, since an LPF is applied to the block boundary in which the blocking arti-
fact occurs, high frequency components around the block boundary are improperly 
eliminated. Therefore, to obtain a more natural image, dithering is applied in the fil-
tered block boundary. 

To test the proposed algorithm, experiments were performed on images coded us-
ing baseline JPEG [1] and MPEG TM5 [6]. The experimental results confirmed that 
the proposed algorithm is superior to the conventional algorithm due to the adaptive 
filter and dithering. 
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2   Proposed Blocking Artifacts Reduction Algorithm 

A blocking artifact reduction algorithm is proposed using an adaptive filter based on 
classifying the block boundary area. An SAF is applied to the entire block boundary 
to eliminate the staircase noise and corner outlier. Then an SAF is applied to the edge 
block and block boundary with the blocking artifact. Finally, high frequency noise is 
embedded in the filtered block boundary to produce a natural image. 

 

 

Fig. 1. Block diagram of the proposed method

2.1   Reduction of the Staircase Noise and Corner Outlier  

At all the horizontal and vertical of block boundaries, a 1-D 3-tap pre-filter is per-
formed to reduce the staircase noise and corner outlier, as shown in Fig. 2. 
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Fig. 2. 1-D 3-tap filtering at block boundary 

2.2   Determination of Blocking Artifacts and Classification of Block Boundary 

The existence of blocking artifacts is determined using the intensity change rate of the 
6 pixels within a block boundary, as shown in Fig. 3. If blocking artifacts are found to 
exist, the block boundary is classified into one of two regions. First, the intensity 
difference between two neighboring pixels, nD is calculated as follows: 

nnn xxD −= +1 ,                4,,1,0 L=n  (1) 

If nD  is larger than any other intensity difference, the blocking artifact is decided 

to exist within the block boundary. Within the block boundary, if 
04310 ==== DDDD  and 02 >D  then it is classified as a monotone area, whereas 

if 01 >D , 03 >D  and 12 DD > , 32 DD > , then it is classified as a smooth edge area.  

2.3   Edge Map According to Image Property 

The SAF applied in the proposed method requires an edge map to preserve an edge. 
This edge map is created by comparing a threshold value, nT  with an absolute gradi-

ent value calculated by a sobel operator. nT  is calculated as follows: 

ngn TT σ−=  (2) 

where nσ  is the standard deviation of each block, and 
gT  is the global threshold 

value. 

βα −= fg QT  (3) 

Where 
fQ  is the quantization factor, and α  and β  are experimentally determined. 
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x0 x1 x2 x3 x4 x5

xi: pixel value

Block boundary

 
Fig. 3. 6 pixels for classification within block boundary area 

2.4   Adaptive SAF According to the Classification of Block Boundary 

To reduce any staircase noise still remaining after the 1-D LPF in section 2.1, an SAF 
is performed on the two classified regions. If there is an edge in the filtering mask, the 
pixels at that location as well as the direction of the edge are not included in the filter-
ing. That is, the weighting values of the filtering mask are set to zero at that location, 
as shown in Fig. 4. A 1-D 5-tap SAF is performed to smooth the block boundary 
within a monotone area, whereas a 2-D 3-tap SAF is performed within a smooth edge 
area, as shown in Figs. 4 and 5. 

2.5   Reduction of Ringing Artifact 

To reduce the ringing artifact appearing as a pseudo-edge in the neighborhood of the 
original edge, a 2-D SAF is performed on the edge blocks as shown in Fig. 5. Every 
block is tested as to whether it contains an edge as follows: 

mn σσ ≥  (4) 

where nσ  is the standard deviation of the current block, and mσ  is the mean value of 

the standard deviation in all blocks. If nσ  is larger than mσ , the block is determined 

as an edge block. 
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Fig. 4. 1-D 5-tap SAF within monotone area 

 

Fig. 5. 2-D 3-tap SAF within smooth edge area 
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2.6.   Dithering in Filtered Block Boundary 

When an LPF is performed on a block boundary determined as having a blocking 
artifact, the high frequency in the neighboring block boundary can be illegally  
removed, as a result, the filtered image will appear unnatural. Accordingly, dithering 
is performed in the filtered block boundary to obtain a more natural image. The inten-
sity differences between a current pixel and its 4-neighboring pixels are calculated  
as follows: 

)1,0()1,1(1 xxt −= , )1,2()1,1(2 xxt −=  

)0,1()1,1(3 xxt −= , )2,1()1,1(4 xxt −=  

6/),,,( 4321 nTttttxma <  

(5) 

where )1,1(x  is the current pixel, and nT  is the threshold value. If the maximum value 

among these values is smaller than the threshold value, the current pixel is added to 
uniform random noise within a %3  limit. 

Table 1. PSNR of the proposed method and conventional methods on still images 

PSNR[dB] 

Proposed method 
Test 
image 

Qf JPEG 
decod-
ing 

H. C. 
Kim 

S. D. 
Kim 

Z. 
Xiong 

Y. Yang Before 
dither-
ing 

After 
dither-
ing 

2 32.53 32.67 32.44 32.71 32.72 32.91 32.69 
LENA 

3 31.31 31.68 31.36 31.72 31.58 31.89 31.69 

2 33.08 33.19 32.93 33.24 33.30 33.59 33.39 
BOAT 

3 31.55 31.93 31.56 31.95 31.88 32.21 32.04 

2 30.52 30.66 30.50 30.33 30.42 30.73 30.61 
BANK 

3 29.21 29.54 29.26 29.28 29.21 29.62 29.52 
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Fig. 6. The pixel to be dithered and four neighbor pixels 

Table 2. PSNR of the proposed method and conventional methods on FOOTBALL sequences 

Average PSNR[dB] 

Proposed method 
Bit rate 

MPEG 
decoding 

H. C. 
Kim 

S. D. 
Kim Before 

dithering 
After 

dithering 

TM5 1Mbps 28.23 28.27 27.96 28.37 28.33 

TM5 1.5Mbps 30.26 30.16 29.35 29.93 29.84 

3   Experimental Results 

Computer simulations were carried out to demonstrate the effect of the proposed 
method on reducing the blocking artifact in JPEG and MPEG decoded images. 

The proposed method was applied to test images decoded using baseline JPEG [1], 
such as LENA, BOAT, and BANK with a size of 512×512, and test sequences de-
coded using MPEG TM5 [6], such as FOOTBALL with a size of 352×288, using 30 
frames. Its sequence was compressed at the condition that GOP is 12, I/P frame dis-
tance is 3, 25 frame/sec, and progressive scan method at 1 Mbps and 1.5 Mbps. Al-
though the PSNR is not always a good objective measure of image quality, it is still 
one of the most popular criteria and, therefore, used as the objective measure in the 
current experiments. The parameters used in Eq. (3), α  and β , were experimentally 
determined as 45 and 35, respectively. 

The PSNR results for the post-processed images using JPEG decoding with quanti-
zation factors of 2 and 3 are summarized in Table 1. The proposed method produced  
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a 0.07~0.4 dB higher PSNR than the conventional methods. Fig. 7 shows a magnified 
portion of LENA using JPEG decoding with a quantization factor 3 and the post-
processed image.  

 
 

 

  (a)                                                                (b) 

 

(c) (d) 

 

  (e)                                                                (f) 

Fig. 7. (a) Original LENA image, (b) JPEG decoded image, (c) S. D. Kim method, (d) H. C. 
Kim method 
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Table 2 is shown that the average PSNR of the proposed algorithm is about 0.5 dB 
higher than that of MPEG sequences. Fig. 8 shows FOOTBALL using MPEG decod-
ing and the post-processed image. The image processed by the proposed method ap-
peared to reduce the blocking artifacts. 

 

(a)                                                                (b) 

 

(c)                                                                (d) 
Fig. 8. (a) 1Mbps MPEG decoded image and post-processed images by (b) S. D. Kim method, 
(c) H. C. Kim method, and (d) proposed method (after dithering) 

4   Conclusions 

A blocking artifact reduction algorithm was proposed using an adaptive filter based 
on classifying the block boundary area. A 1-D 3-tap filter is applied to the entire 
block boundary to eliminate the staircase noise and corner outlier. Next, the block 
boundaries representing blocking artifacts are classified into monotone and smooth 
edge regions. A 1-D 5-tap SAF and 2-D 3-tap SAF are applied to the monotone and 
smooth edge regions respectively, and a 2-D 3-tap SAF is applied to the edge block to 
eliminate the ringing artifact. When the SAF is applied to the block boundary and 
edge block, an edge map is used to conserve the characteristic of the edge. To obtain 
more natural image high frequency noise is embedded in the filtered block boundary. 
In the experiments of JPEG and MPEG at various images, the performance of the 
proposed algorithm could be confirmed that was better than that of the conventional 
algorithm in viewpoint of PSNR and subjective image quality. 
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Abstract. In video coding standards, such as MPEG-4 and H.263, one impor-
tant question is how to determine motion vectors for motion compensation in 
the INTER mode. Usually the sum of absolute differences (SAD) or the sum of 
squared differences (SSD) is employed as a matching criterion. Although these 
criteria are related to the distortion, they do not consider the bit rate appropri-
ately. If we want to consider both the rate and the distortion, a Lagrangian tech-
nique targeting for rate-distortion optimization (RDO) is a good alternative. 
Even if H.264 used the RDO scheme to decide the best macroblock mode 
among several candidates, H.264 employs only one RDO model for all macrob-
locks. Since the characteristics of each macroblock is different, each macrob-
lock should have its own RDO model. In this paper, we propose an adaptive 
rate-distortion optimization algorithm for H.264. We regulate the Lagrangian 
multiplier according to the picture type and characteristics of each macroblock.  

Keywords: Adaptive RDO, Lagrangian Multiplier, H.264. 

1   Introduction 

Motion-compensated transform video coding, also called as hybrid video coding, 
provides a good combination of data compression tools. In various video coding stan-
dards, motion vectors are determined by the sum of absolute differences (SAD) or the 
sum of squared differences (SSD), related to the distortion of the motion prediction. 
However, these criteria do not consider the bit rate. Thus, different matching criteria 
have been proposed to consider both the distortion and the bit rate [1].  

A common way of formulating such a criterion is the Lagrangian optimization, 
which is adopted in H.264 for selecting the best macroblock mode. Usually, the La-
grangian multiplier  is only defined as a function of the quantization parameter (QP). 
However, the optimal choice of  should depend on the characteristics of each mac-
roblock as well as QP [2].    

The current rate-distortion optimization (RDO) model used in H.264 is applied to 
each macroblock, but it does not provide the optimization of the whole sequence. 
However, this problem can be improved by using an adaptive RDO model. There 
have been previous efforts that incorporate perceptual characteristics into video cod-
ing. However, they have focused on the perceptual distortion which is related to the 
human visual system (HVS). Despite of slightly improved performance with respect 
to HVS, they cannot provide good performance in terms of the rate and distortion [2].  
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In this paper, we propose an adaptive rate-distortion optimization algorithm for 
H.264. After we find a Lagrangian multiplier for each picture through several experi-
ments, we regulate the Lagrangian multiplier for each macroblock considering charac-
teristics of each macroblock. We take the distortion variance as the characteristics of 
each macroblock.  

The distortion variance is obtained after the motion estimation process. During mo-
tion estimation, we calculate distortions for several different modes. We get the dis-
tortion variance from the distortions of 16×16, 16×8, and 8×16 modes. The distor-
tion variance reflects the characteristics of each macroblock. If the distortion variance 
is small, this macroblock belongs to a flat area. While we give more weights to the 
rate part of the RDO model when the macroblock belongs to a flat area, we give more 
weights to the distortion part of the RDO model when the macroblock belongs to a 
complex area. In this manner, we can optimize the rate and the distortion for the 
whole sequence more efficiently.  

This paper is organized as follows. After the Lagrangian optimization in hybrid 
video coding is explained in Section 2, we propose an adaptive RDO algorithm in 
Section 3. In Section4, experimental results show effectiveness of the proposed algo-
rithm, and we conclude this paper in Section 5.  

2   Lagrangian Optimization 

2.1   Optimization Using Lagrangian Techniques 

Consider K source samples that are collected from the set S = (S1, ,Sk). Each source 
sample Sk can be quantized using several possible coding options that are indicated by 
an index out of the set Ok = (Ok1, ,Ok). Let Ik Ok be the selected index for a code Sk.  

The coding options assigned to the elements in S are given by the components in 
the set I = (I1, ,Ik). The problem of finding the combination of coding options that 
minimizes the distortion subject to a given rate constraint RC can be formulated as 

C

I

RISRtosubject

ISD

≤),(

),(min
     (1) 

where D(S, I) and R(S, I) represent the total distortion and bit rate, respectively. These 
parameters result from the quantization of S with a particular combination of coding 
options I. In practice, rather than solving the constrained problem in Eq. (1), an un-
constrained formulation is employed, that is 
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and 0 being Lagrange parameter. I* in Eq. (2) is optimal in the sense that if a rate 
constraint RC corresponds to . The total distortion D(S, I*) is minimum for all com-
binations of coding options with bit rate less or equal to RC [3].  
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Assume that the additive distortion and rate measures only depend on the choice of 
the parameter corresponding to each sample. Then, a simplified Lagrangian cost func-
tion can be computed by using 

)|,()|,( λλ kkk ISJISJ =      (3) 

In this case, the optimization problem reduces to  
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and can be easily solved by independently selecting the coding option for each Sk S. 
For this particular scenario, the problem formulation is equivalent to the bit-allocation 
problem for an arbitrary set of quantizers, proposed by Shoham and Gersho [4]. 

2.2   Lagrangian Optimization in Hybrid Video Coding 

The Lagrangian technique can be used for the motion estimation. The motion estima-
tion is so heavy process that we do not employ the Lagrangian technique for the mo-
tion estimation. However, the efficiency of the macroblock mode decision can be 
improved by Lagrangian technique. In previous video coding standards, the macrob-
lock mode is determined by using the previously coded macroblock [5]. However, the 
coding mode for each macroblock should be determined using the Lagrangian cost 
function. Assume that Lagrangian parameter MODE and the quantizer value Q were 
given. The Lagrangian mode decision for a macroblock Sk proceeds by minimizing  

)|,()|,(),|,( QISRQISDQISJ kkRECMODEkkRECMODEkkMODE λλ +=      (5) 

where the macroblock mode Ik varies as the sets of possible macroblock modes for the 
various standards.  

MPEG-2: SKIP, 16×16, INTRA 
H.263/MPEG-4: SKIP, 16×16, 8×8, INTRA 
H.264: SKIP, 16×16, 16×8, 8×16, P8×8, I16×16, I4×4  

H.264 additionally provides the following sets of sub-macroblock types for P8×8: 

8×8, 8×4, 4×8, 4×4 

The distortion DREC(Sk, Ik|Q) and the rate RREC(Sk, Ik|Q) for the various modes are 
computed as follows: For INTRA modes, the corresponding 4×4 blocks (H.264) or 
8×8 blocks (MPEG-2, H.263/MPEG-4) of the macroblock Sk are processed by trans-
formation and subsequent quantization. The distortion DREC(Sk, INTRA|Q) is meas-
ured by calculating SSD between the reconstructed (s’) and the original (s) macrob-
lock pixels 

2
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where A is the subject macroblock. The rate RREC(Sk, INTRA|Q) is the rate that results 
after entropy coding. 
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For SKIP mode, the distortion DREC(Sk, INTRA|Q) and the rate RREC(Sk, INTRA|Q) 
do not depend on the current quantizer value. The distortion is determined by SSD 
between the current picture and the value of the inferred INTER prediction. 

The computation of the Lagrangian costs for INTER modes is much more demand-
ing than for INTRA and SKIP modes. This is because of the block motion estimation 
step. Given the Lagrangian parameter MOTION and the decoded reference picture s’, 
the rate-constrained motion estimation for a block Si is performed by minimizing the 
Lagrangian cost function 

{ }),(),(minarg mSRmSDm iMOTIONMOTIONiDFD
Mm

i λ+=
∈

     (7) 

where m is the set of possible coding modes. Eq. (7) has the distortion term given by  
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with p=1 for SAD and p=2 for SSD. RMOTION(Si, m) is the number of bits used to 
transmit all the components of the motion vector (mx, my), and mt when multiple refer-
ence frames are used. The search range M is ±32 integer pixel positions horizontally 
and vertically and either one or more previously decoded pictures are referenced. 
Depending on SSD or SAD, the Lagrangian parameter MOTION has to be adjusted. 

The Lagrangian parameter MODE for H.263/MPEG-4 is obtained by the following 
equation:  

263.
285.0 HMODE Q⋅=λ      (9) 

The corresponding MOTION for SAD or SSD is as follows, respectively:  
For SAD 

MODEMOTION λλ =    (10) 

In case of SSD,  

MODEMOTION λλ =    (11) 

By conducting the same experiment that leads to the relationship in Eq. (8) again 
for H.264, MODE  is obtained as follows: 

3/)12( 264.285.0 −⋅= HQ
MODEλ    (12) 

The corresponding MOTION for H.264 is calculated by Eq. (10) and Eq. (11).  
Following equation is the cost function which is used in H.264 
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  (13) 

where s and r represent the current block and the reference block, respectively. 
MODE represents the various macroblock modes [6].  
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3   Adaptive Rate-Distortion Optimization 

Since H.264 encoder employs many sophisticated schemes in the coding procedure, 
the H.264 video coding standard achieves much higher coding efficiency than the 
previous video coding standards such as H.263 and MPEG-4. One important scheme 
is variable block size motion estimation and mode decision. Generally, the motion 
estimation is performed on the macroblock level, thus each macroblock needs one 
motion vector which can lead to a minimum block matching error.  

However, when the macroblock contains multiple objects and every object moves 
in different directions or when the macroblock lies on the boundary of a moving ob-
ject, only one motion vector will not be enough to represent real motions. It will result 
in serious prediction error. In order to improve the prediction accuracy, H.264 uses 
seven different modes which are SKIP, 16× 16, 16×8, 8×16, P8×8, I16×16, and 
I4×4. Using these various macroblock modes, the efficiency of the motion estimation 
and the motion compensation of H.264 is improved. Figure 1 shows these modes.   
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Fig. 1. Various Macroblock Modes 

A problem of the mode selection is how to select the best macroblock mode among 
several modes. The Lagrangian cost function in Eq. (13) provides the solution for this 
problem. During the encoding process, all macroblock modes are examined and the 
resulting rate and the distortions are calculated. The mode that has the minimum La-
grangian cost is selected as the best mode for the macroblock [7].  

However, as we can see from the Lagrangian function in Eq. (13), there is no pa-
rameter which reflects characteristics of a given macroblock. H.264 uses only one 
RDO model for all macroblocks for whole sequence. Although the current RDO 
model provides the best result for each macroblock, it does not lead to the optimiza-
tion of whole sequence. Since the each picture type and characteristics of each mac-
roblock are different, RDO model need to be changed to the adaptive RDO model 
considering picture type and characteristics of macroblock. After we find the proper 
Lagrangian multiplier for each picture, we expand it into macroblock level.  

 



622 K.-J. Oh and Y.-S. Ho 

3.1   Adaptive Lagrangian Multiplier for Each Picture 

In hybrid video coding, the structure of GOP (group of picture) influences the whole 
coding efficiency. GOP is consists of the one I picture and several other kinds of 
pictures. IPPP  and IBBP are good examples of the GOP structures. Picture types 
also influence the coding efficiency. Among them, I picture is most important since it 
used as a reference picture for P picture. So, it is not too much to say that I picture 
runs the coding efficiency of the given GOP. In order to evaluate the influencing 
power of I picture, we employ the first 90 frames from the FOREMAN sequence in 
QCIF format 176× 144 and QP is 28. GOP structure is IPPP… and intra period is 30. 
Search range is ±32. Table 1 shows the simulation results. We yield the results for 
whole sequence by changing the Lagrangian multiplier from 0.1 to 0.8 for I picture.  

Table 1. Influencing Power of I Picture for FOREMAN 

Lagrangian 
Multiplier 

PSNR (dB) 
of I Picture 

Bit Rate (bits) 
of I Picture 

PSNR (dB) 
Bit Rate 
(kbits/s) 

Original (0.85) 36.763 24,112 35.837 116.69 
0.1 37.893 31,632 36.067 122.69 
0.2 37.579 28,387 36.011 119.60 
0.3 37.302 26,232 35.954 117.58 
0.4 37.139 25,440 35.968 118.13 
0.5 37.017 24,880 35.903 116.87 
0.6 36.907 24,501 35.900 116.91 
0.7 36.861 24,397 35.889 116.71 
0.8 36.722 24,083 35.852 116.17 

As we can see, the smaller Lagrangian multiplier leads a better quality but needs 
larger bits. We have done extensive experiments to obtain the proper Lagrangian 
multiplier for I and P picture. We yield the results by changing the Lagrangian multi-
plier from 0.2 to 0.4 for I picture and from 0.9 to 1.1 for P picture.  

Table 2. Lagrangian Multiplier and Its Coding Efficiency for FOREMAN 

Lagrangian 
Multiplier 

PSNR (dB) 
Bit Rate 
(kbits/s) 

PSNR 
(dB) 

Bit Rate 
(kbits/s) 

Original (0.85, 0.85) 35.837 116.69 0 0 
0.2, 0.9 35.941 118.16   0.104  1.47 
0.2, 1.0 35.804 114.63 -0.033 -2.06 
0.2, 1.1 35.750 112.99 -0.087 -3.70 
0.3, 0.9 35.878 116.02  0.041 -0.67 
0.3, 1.0 35.762 113.11 -0.075 -3.58 
0.3, 1.1 35.654 110.46 -0.183 -6.23 
0.4, 0.9 35.867 115.57 -0.030 -1.12 
0.4, 1.0 35.737 112.17 -0.100 -4.52 
0.4, 1.1 35.640 110.60 -0.197 -6.09 
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As we can see, if we well select the Lagrangian multiplier for each picture, we can 
get a better coding efficiency. A better coding efficiency means that we can get better 
quality in spite of using less bits. Through the extensive experiments, we set the La-
grangian multiplier which shows the best coding efficiency for several test sequences.  

To derive the general Lagrangian multiplier for picture, we investigate the best La-
grangian multiplier for eight QCIF sequences. Table 3 shows the proposed Lagran-
gian multiplier and comparison of coding efficiency between H.264 and proposed 
algorithm. We use the first 90 frames from the eight test video sequences in QCIF 
format and QP = 28. Other test conditions are same with the test conditions of previ-
ous experiments. 

Table 3. Proposed Lagrangian Multiplier and Its Coding Efficiency 

Test 
Sequences 

Lagrangian  
Multiplier 

(I , P Picture) 

H.264 
PSNR 
(dB) 

Proposed 
PSNR 
(dB) 

H.264 
Bit Rate 
(kbits/s) 

Proposed 
Bit Rate 
(kbits/s) 

AKIYO   0.3, 1.0 38.725 38.873 38.85 38.64 
CARPHONE 0.3, 0.9 37.486 37.538 100.88 100.76 
CONTAINER 0.3, 1.1 36.461 36.545 49.37 48.31 
FOREMAN 0.4, 0.9 37.837 35.867 116.69 115.57 

MOBILE 0.2, 0.9 33.607 33.633 421.89 418.03 
MOTHER & 
DAUGHTER 

0.2, 1.0 36.599 36.626 92.54 91.78 

NEWS 0.3, 1.0 37.063 37.293 83.74 83.57 
SALESMAN 0.3, 1.1 35.825 36.045 74.57 74.37 

Average 0.2875,0.975     

From Table 3 we can know most Lagrangian multipliers are similar and most re-
sults show better coding efficiency than H.264 coding efficiency. The PSNR values 
are increased and bit rates are decreased. From the results of previous experiments, 
we can get the general Lagrangian multiplier for I picture and P picture in case of 
QP=28. The values are 0.2875 and 0.9875. However these values are adaptively 
changed by QP. If QP is increased Lagrangian multiplier for I picture should be in-
creased and Lagrangian multiplier for P picture should be decreased. In this manner, 
we experiment for several QP and we can obtain following equation from these  
results.  
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where, α  is 97 and β  is 132. Since I picture use more bits than original I picture, we 

give more weights to the rate part of the RDO model for P pictures. 
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3.2   Adaptive Lagrangian Multiplier for Each Macroblock 

In the previous section, we proposed the adaptive Lagrangian multiplier for picture. 
Even though we proposed adaptive RDO model for each picture, the macroblocks in 
same picture still use a same RDO model. Now, we derive the adaptive RDO model 
for each macroblock considering the characteristics of each macroblock.  

We change the previous RDO model as follows: 
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where χ  is the new parameter, which reflects the characteristics of the macroblock. 

To derive the χ , firstly we introduce a parameter which is called log-scaled standard 

deviation (LSD). LSD is calculated for 16×16, 16×8, and 8×16 modes.  
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where Mdistortion is the mean value of the distortion corresponding to each mode, and 
DMODE is the distortion of a given mode. By using LSD, χ  is calculated by  
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where LSDcur represents the LSD value for current macroblock and LSDmean is the 
mean value of the LSD until the previous macroblock. Through this procedure, we 
obtain χ  which is around 1. Since the rate is more sensitive with respect to RDO than 

the distortion, we use different denominator.δ  reflects the characteristics of the given 
sequence. δ  is derived by 
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where Ibitrate is the number of coded bits for first I-frame. V and H represent vertical 
size and horizontal size of the given image, respectively. So the first term of the  
right-hand side of Eq. (18) is the average value of the bit per pixel for I-frame and the 
second term is the square-rooted MSE. The reason why δ  is defined as Eq. (18) is 
because each sequence has different characteristics. If motional characteristics of a 
sequence is monotonous, δ  is small or otherwise, δ  shall be large.  

In this section, we propose the adaptive rate-distortion optimization algorithm for 
each macroblock. The proposed RDO model depends on χ  as well as on the previous 
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parameters such as QP, distortion, and bit rate. In this way, we can save the bits in the 
flat area and can assign more bits to the complex area. In the latter case, although the 
proposed algorithm needs more bits, it can be compensated in next frames through the 
motion compensation. Smaller amount of distortion leads to better motion estimation 
and better motion estimation leads to the bit saving. Figure 2 shows the flow diagram of 
the proposed algorithm.  
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Fig. 2. Flow Diagram of the Proposed Algorithm 

4   Experimental Results and Analysis 

In order to evaluate the performance of the proposed algorithm, we use the first 120 
frames from the five test video sequences (AKIYO, FOREMAN, MOBILE, NEWS, 
and SALESMAN) in QCIF format 176×144. JM 9.5 is used to conduct the experiments 
[8]. The Hadamard transform, CABAC, and reconstruction filter are enabled. In the 
motion estimation, five reference frames are enabled with the maximum search range 
±32 and the motion vector resolution is 1/4 pixel. The frame rate is 30 fps and the frame 
coding structure is IPPP P. Intra period is 30. The experiments are performed for four 
quantization parameters QP=28, 32, 36, and 40. We perform the two experiments. At 
first, we experiment about the efficiency of the adaptive RDO model for each picture. 
Then we combine this scheme with the adaptive RDO model for each macroblock.  

The PSNR value and bit rate comparison between the H.264 and the proposed algo-
rithm for the adaptive RDO model for each picture are tabulated in Table 5. As we can 
see, most results of the proposed algorithm show better performance compared with 
H.264 standard.  
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Table 5. Comparison for PSNR Values and Bit Rates 

PSNR (dB) Bit Rate (kbits/s) Test 
Sequences 

Quantization 
Parameter H.264 Proposed H.264 Proposed 

QP=28 38.690 38.872 38.02 38.09 
QP=32 35.781 36.049 23.45 24.03 
QP=36 33.209 33.423 15.35 15.70 

AKIYO 

QP=40 30.634 30.993 10.54 10.88 
QP=28 35.929 35.879 121.99 119.45 
QP=32 33.386 33.363 69.02 68.23 
QP=36 31.013 31.035 42.38 41.83 

FOREMAN 

QP=40 28.651 28.694 27.54 27.23 
QP=28 33.580 33.493 434.02 422.47 
QP=32 30.179 30.199 221.52 217.10 
QP=36 27.231 27.321 119.39 118.24 

MOBILE 

QP=40 24.124 24.407 72.43 71.56 
QP=28 37.076 37.284 88.01 88.27 
QP=32 33.971 34.222 54.62 54.90 
QP=36 31.108 31.305 33.69 33.99 

NEWS 

QP=40 28.358 28.606 20.45 20.66 
QP=28 35.839 36.177 75.70 77.13 
QP=32 32.821 33.110 43.91 45.24 
QP=36 30.192 30.462 25.39 26.09 

SALESMAN 

QP=40 27.742 28.019 14.30 14.62 

Figure 3 shows the rate distortion curves for the MOBILE and NEWS. Left is the 
worst case and right is the best case among the results. As we can see, the rate distor-
tion curves of the proposed algorithm located upper than the rate distortion curves of 
the H.264. This means that the proposed algorithm shows the better performance with 
respect to PSNR value and the bit rate.  

The PSNR value and bit rate comparison between the H.264 and the proposed algo-
rithm for CIF format 352×288 are tabulated in Table 6. We use the first 120 frames  
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Fig. 3. Rate Distortion Curves for MOBILE and NEWS 
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Table 6. Comparison for PSNR Values and Bit Rates 

PSNR (dB) Bit Rate (kbits/s) Test 
Sequences 

Quantization 
Parameter H.264 Proposed H.264 Proposed 

QP=28 40.109 40.225 107.61 106.81 
QP=32 37.555 37.764 62.32 62.69 
QP=36 35.130 35.424 38.69 39.28 

AKIYO 

QP=40 32.573 32.877 24.61 25.23 
QP=28 37.076 37.040 362.77 355.89 
QP=32 34.689 34.683 210.78 207.03 
QP=36 32.462 32.480 129.04 127.85 

FOREMAN 

QP=40 30.277 30.346 83.07 82.91 
QP=28 34.381 34.321 1718.54 1701.66 
QP=32 31.064 31.023 884.26 873.67 
QP=36 28.159 28.193 504.13 491.55 

MOBILE 

QP=40 24.955 25.045 260.48 255.29 
QP=28 38.469 38.566 237.96 237.46 
QP=32 35.660 35.833 145.80 146.40 
QP=36 32.990 33.205 89.92 90.20 

NEWS 

QP=40 30.274 30.543 54.47 55.12 
QP=28 36.160 36.340 239.16 242.53 
QP=32 33.660 33.877 129.61 132.11 
QP=36 31.265 31.536 74.16 76.50 

SALESMAN 

QP=40 28.912 29.159 42.28 43.32 

from the same five test video sequences. As we can see, the proposed algorithm 
shows better performance compared to H.264 standard.  

Figure 4 shows the rate distortion curves for the FOREMAN and AKIYO. Left is 
the worst case and right is the best case among the results. As we can see, the rate 
distortion curves of the proposed algorithm located upper than the rate distortion 
curves of the H.264. Also the proposed algorithm shows the better performance in 
case of CIF.  
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Fig. 4. Rate Distortion Curves for FOREMAN and AKIYO 
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5   Conclusions 

In this paper, we have proposed an adaptive rate-distortion optimization algorithm for 
H.264. The proposed algorithm added the weighting factor to the previous RDO 
model. This weighting factor is changed according to the picture type and the stan-
dard deviation of the distortion for the current macroblock mode. In the picture level, 
we give more weights to the distortion part for I picture and we give more weight to 
the rate part of the RDO model for P picture. In the macroblock level, we give more 
weights to the rate part of the RDO model when the macroblock belongs to a flat area, 
and we give more weights to the distortion part of the RDO model when the macrob-
lock belongs to a complex area. Experimental results show that the proposed algo-
rithm achieves the better result compared to H.264. We obtain higher PSNR values 
though we use less or similar bit rate.  
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Abstract. In this paper, a new multiple description image coding scheme using 
directional lifting transform is proposed.  The basic idea is to divide an image 
into two descriptions with quincunx segmentation. The traditional spatial do-
main multiple description image coding techniques usually result in the very 
low coding efficiency. To tackle this problem, we propose a directional lifting 
technique to extensively exploit the correlations among neighboring pixels. The 
lifting directions are selected and organized based on the quadtree partition. In 
addition, a novel interpolation scheme is employed in the side decoder to recon-
struct one description with full resolution. As for the central decoder operated 
on the two descriptions, data fusion algorithm is employed to reconstruct the 
whole image. Thus, the visual quality from the central decoder can be further 
improved.  

1   Introduction 

For a typical image distribution system, the images are first compressed and then 
stored in the local storage or transmitted to the end users through networks. At the 
compression stage, the coding efficiency is usually the most important consideration   
in the design. While the compressed images are transmitted through error-prone net-
works, the error robustness becomes an important issue. Therefore, in an image distri-
bution scenario, it is a very challenging problem about how to obtain the best Quality 
of Services (QoS). Multiple Description Coding (MDC) is a well-known error resil-
ience coding technique, which can achieve the improved QoS. A typical multiple   
description image coding scheme usually divides an image into several descriptions, 
and then compresses each description individually. These coded image descriptions 
can be decoded either jointly or separately based on the availabilities. One of the   
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novel features of MDC is that it can reconstruct a visually acceptable image when any 
one or several descriptions are received. Therefore, it presents many advantages over 
scalable coding, in that the layered bit-streams generated from scalable coding usually 
have dependencies.  

In the past two decades, a number of MDC techniques have been developed. The 
early algorithms were focused on the spatial-domain processing, e.g. the down-
sampling method [1]. The main shortcoming of these techniques lies in the decreased 
absolute coding efficiency. Later, the techniques focused on transform-domain proc-
essing were developed, including the correlation transformation method[2][3], the scalar 
and the vector quantization method [4], and so on. Particularly, the multiple descrip-
tion scalar quantization (MDSQ) [4] and the multiple description correlation transfor-
mation code (MDTC) [2] are two classical types of schemes. However, these tech-
niques have the limitation that they are usually not compatible with the existing image 
coding standards. And also, the overall coding performance is not as good as expected 
after balancing the coding efficiency of side and central descriptions. Recently, the 
temporal-domain processing techniques have been developed for multiple description 
video coding, e.g. the motion compensation method [5][6]. 

In this paper, we propose a new multiple description image coding scheme using 
the quincunx segmentation in spatial domain. The reasons to select spatial-domain 
processing are twofold. On the one hand, the spatial domain processing is usually 
very simple and can be easily extended for standard-compatible multiple description 
image coding; and on the other hand, the spatial domain processing offers the oppor-
tunity to further improve the subjective visual quality from one side description. Nev-
ertheless, the main shortcoming is still the overall coding performance. To tackle this 
problem, we proposed a directional lifting-based wavelet transform to further remove 
the correlation among neighboring pixels, and hence improve the overall coding per-
formance. The selection of lifting direction is content adaptive in the sense of rate-
distortion optimization (RDO). JPEG2000 codec is employed in the proposed algo-
rithm except for the lifting-based transform. In addition, the interpolation and data 
fusion techniques have been developed to reconstruct image from side or central  
descriptions. 

The rest of this paper is organized as follows. Section 2 presents the proposed algo-
rithm architecture. Section 3 presents the proposed directional lifting-based wavelet 
transform in detail. Section 4 and Section 5 present the encoding and decoding issues, 
respectively. The experimental results are given in Section 6. Finally, Section 7 con-
cludes this paper. 

2   Algorithm Framework 

In this paper, we only discuss the multiple description image coding technique with 
two descriptions. The basic idea of the proposed algorithm is to generate the two 
descriptions based on the spatial-domain quincunx segmentation. Fig. 1 shows the 
architecture of the proposed scheme. As shown in Fig. 1, the input image I is first 
divided into two sub-images Isd1 and Isd2 using the quincunx segmentation. Then, each 
sub-image or description is individually processed with directional lifting-based 
wavelet transform, followed by the traditional JPEG2000 codec. The coded  
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sub-images can be transmitted to the end users over the different channels. When only 
one description is received, it is individually decoded with the side decoder, and the 
decoded sub-image is interpolated to reconstruct the whole image. When both de-
scriptions are received, they are jointly decoded to reconstruct the whole image, and 
meanwhile each description can be individually decoded and interpolated to further 
improve the quality of the whole image using the data-fusion algorithm.   
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Fig. 1. Algorithm framework 

3   Directional Lifting-Based Wavelet Transform 

3.1   Problem Analysis 

The lifting technique is an efficient implementation of wavelet transform with low 
memory and computational complexity. First of all, we briefly review the conven-
tional lifting technique proposed by Daubechies et al [7]. Let x(m, n)m,n Z be a 2D 
image. It is well-know that the 2D wavelet transform can be separated into two 1D 
wavelet transforms. Without losing the generality, we only discuss the 1D wavelet 
transform on the vertical direction. According to the technique proposed in [7], the 1D 
wavelet transform can be performed with one or multiple lifting stages. A typical 
lifting stage consists of three steps: split, predict and update. Firstly, all samples are 
split into two sub-sets: the even sample set and the odd sample set, i.e. 
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Then, the sample at the odd rows is predicted from the samples at the neighboring 
even rows. The high-pass coefficient h(m, n) is calculated with  
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where ),( nmPe  is the predicting value. 

 Finally, the sample at the even row is updated with the updating value ),( nmU h to 

produce the low-pass coefficient ),( nml  , i.e. 
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The above lifting steps can be easily applied on a regular image. However, due to 
the pixel-misalignment between the even and odd rows in each description from the 
quincunx segmentation, as shown in Fig. (2), it is not efficient to directly use the 
conventional prediction and updating lifting operations. Fig. 3(a) and Fig. 3(b) show 
the low-pass and high-pass subbands derived from the conventional lifting technique, 
respectively. Obviously, the high-pass subband is still with relatively larger energy, in 
that the correlation between neighboring pixels has not been fully exploited. Actually, 
the true locations of pixels at the even and odd rows are shown in Fig. 2(b). The intui-
tive solution of tackling the pixel-misalignment problem is to predict xm,n+1 from the 
interpolation values between xm,n and xm+1,n and between xm,n+2 and xm+1,n+2. In other 
words, the prediction direction should be considered in the lifting steps. The similar 
problem exists in the updating step. Therefore, in this paper, we introduce the interpo-
lation operations into the lifting steps. Actually, more lifting directions are employed 
to further improve the performance. Fig. 3(c) and Fig. 3(d) show the low-pass and 
high-pass subbands derived from the proposed lifting technique, respectively. Obvi-
ously, the high-pass subband only has small energy. The proposed directional lifting 
transform are described in detail in the next subsection.  
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Fig. 2. (a) Misalignment between even and odd rows, and (b) true pixel locations of even and 
odd rows 

    

(a)                                 (b)                                 (c)                                  (d) 

Fig. 3. First level lifting-based decomposition results. (a) Low-pass subband and (b) high-pass 
subband from the traditional lifting technique; and (c) low-pass subband and (d) high-pass 
subband from the proposed lifting technique. 

3.2   Directional Lifting Structure 

The proposed directional lifting techniques aims at extensively exploiting the spatial 
correlation among neighboring pixels in a description. Briefly, the proposed algorithm 
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first analyzes the spatial correlation in all directions for a pixel, and then selects the 
direction with the smallest prediction errors for the lifting operations. The problem 
arises from the unavailability of some pixels in some directions in a description. 
Therefore, the missed pixels have to be interpolated. In this paper, the classical image 
interpolation algorithm using sinc function is employed. The interpolation is per-
formed up to quarter pixel. Thus, instead of always predicting along horizontal or 
vertical direction, the proposed algorithm analyzes the local spatial correlations in all 
directions, and then chooses a direction with the minimum prediction errors. Fig. 4 
shows all prediction directions. The prediction value ),( nmPe of pixel )12,( +nmx  is 

taken as a linear combination of the samples at even rows indicated with the arrows. 
Specially, 
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where the weights ip are given by the filter taps, dir denotes the prediction direction, 

and ex , which is in half-pixel or quarter-pixel precision, is interpolated using adjacent 

integer pixels by sinc function.  
The corresponding finite impulse response function is  
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where a and b delimit the finite support of the FIR wavelet filter. Since the prediction 
is still calculated from the samples at even rows, if the prediction direction is known, 
the proposed lifting can still perfectly reconstruct the samples at odd rows with  
Eq (2). 
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Fig. 4. The directions in the proposed lifting-based decomposition 

The updating step is carried out in the same direction as that in the prediction 
step. Note that the proposed framework is very general, and it does not have any 
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restriction on the update direction. We keep the prediction and updating direction 
the same to save the bits to code the side information of direction. Actually, the 
optimal updating direction should also be consistent with the prediction direction in 
most cases. Consequently, after the updating step, the samples at even rows are 
updated as  
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where the weights ju are given by the filter taps.  

The corresponding finite impulse response function is  
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where c and d specify the kernel of the FIR wavelet filter.  
Fig. 5 shows the diagram of the proposed directional lifting-based wavelet trans-

form to a description. In particularly, the proposed FIR function of 9/7 filters is given 
below.  
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Fig. 5. The generic 1D directional lifting wavelet transform of sub-description. (a) Analysis 
side, and (b) Synthesis side. 

3.3   Multi-level Decomposition Structure 

As we know, in wavelet-based image coding techniques, the multi-level decomposi-
tion structure is always used. The above directional lifting structure can be applied for 
the first level decomposition. Afterwards, a low-pass subband and a high-pass sub-
band are produced, and both are pixel aligned.  The remained decompositions can 
follow two ways. The first one is to further decompose the high-pass subband, as 
shown in Fig. 6(a), which results in the Mallat decomposition tree of the current de-
scription.  However, since the high-pass subband is equivalent to be down-sampled, 
the horizontal correlation is not as strong as expected. Therefore, in this paper, we 
employ the decomposition structure of Fig. 6(b) for multi-level wavelet transform.  

The lifting directions of the first level decomposition ranges from 0° from 360°, as 
shown in Fig. 4. As for the other level decompositions, the directional lifting tech-
nique is also employed. Since in this case the subband image to be decomposed is 
pixel-aligned, the new candidate lifting directions are defined. Specially, the lifting 
directions range from -135° to -45° and from 45° to 135°, as shown in Fig. 7. The 
integer pixels are marked by “*”, the half pixels are marked by “+”, and the quarter 
pixels by “^”. Thus, totally nine lifting directions are defined.   
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Fig. 6. The three levels spatial decompo-
sition tree for sub-description. (a)Mallat 
decomposition, and (b)Proposed decom-
position. 

Fig. 7. Directions of the others levels 
lifting wavelet transform 
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4   Encoding Algorithms 

4.1   Quadtree Partition for Directional Lifting 

One of the key problems of the directional lifting technique is how to decide and 
organize the lifting directions. With the adaptability of lifting-based transform to the 
texture orientation, a natural step to enhance the performance of the proposed scheme 
is adaptive spatial partition of an image into regions of uniform gradients. The image 
is recursively partitioned into blocks of variable sizes by quadtree. All pixels in a 
quadtree block will be subject to the same directional lifting-based wavelet transform. 
The finer the partition, the greater degree of gradient uniformity in the resulting 
blocks, the better fit of the proposed lifting to image signal, and hence the lower the 
distortion. However, the improved signal approximation is achieved at the expense of 
increased side information to description the partition tree and the lifting directions of 
individual blocks. To find the quadtree of optimal balance between the cost of coding 
the tree and the quality of partition, we apply the well-known BFOS algorithm for 
optimal pruning tree. Fig. 8 shows the partitioning results of Lena. Obviously, the 
division becomes finer with the rate increases.  

  

             
 

(a)                                 (b)                                (c) 

Fig. 8. The quadtree partition of Lena at different rate. (a) Rate = 0.5bpss, (b) Rate = 1bpss, and 
(c) Rate = 2bpss. 

4.2   Direction Coding of One Description  

The coding of side information of lifting direction is also an essential part in the pro-
posed algorithm. The direction of the current block C is highly correlated with the 
direction of the up adjacent block U and the left adjacent block L. Therefore, it can be 
predictive coded.  If one of the blocks U  or L  is outside or not in the image, the 
prediction direction is equal to 2 or 4, i.e. 
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Otherwise, we use the following criterion to select predicted direction: 

),min( dirdirpred LUC = . (10) 

To signal direction number Cdir for a block, the parameter flagdir_pred is transmitted, 
which is represented by 1 bit with value 0 or 1:  
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==
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preddir

preddirpreddir
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CCflag
 (11) 

Then, the additional parameter Cdircode, which can take value from 0 to 7 and be sent 
as 3 bit codeword: 
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Thus, the current direction Cdir is coded with prediction. 

5   Decoding Algorithms 

5.1   Side Decoding and Image Interpolation  

In this subsection, we discuss how to decode a single description. Suppose only one 
description is available at the decoder, from which it is easy to decode a sub-image. 
However, the decoded sub-image is not the image with full resolution. Thus, the key 
problem is how to reconstruct the whole image from the decoded sub-image. In other 
words, we have to use some interpolation or image restoring methods. Thanks to the 
quincunx distribution of the pixels in one description, the interpolation of the missed 
pixels is somewhat easier. In this paper, we employ the method proposed in [8]. 
Briefly, we first analyze the texture in the sub-image with the Gabor filter and find the 
local structure, and then perform the interpolation along the texture direction based on 
the extracted information.  

5.2   Central Decoding and Data Fusion  

When two descriptions are simultaneously available at the decoder, the straightfor-
ward method of central decoding is to decode the sub-images from the two descrip-
tions respectively and then merge them together. However, based on the above side 
decoding scheme, it can also reconstruct a whole image with some interpolated pixels. 
In other words, one pixel in the image corresponds to two reconstructed values, i.e. 
one is from the directly decoded pixel in the current description, and the other one is 
from the interpolated pixel in the other description. Therefore, some data fusion algo-
rithm can be employed to achieve the better quality rather than the simply merging. In 

this paper, we use the simple linear fusion scheme. Suppose 1
ˆ
sI and 2

ˆ
sI denote the 

reconstructed images from description 1
ˆ
sdI and description 2

ˆ
sdI , respectively. Then, the 

final reconstruction value is calculated as: 
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where 1α and 1β  are the weighing factors, which can be trained at the encoder and 

encoded into the bitstream.  

6   Experiments  

The proposed multiple description image coding method is implemented based on the 
JPEG2000 reference software VM9.0. We take Lena of dimension 512×512 as an 
example to show the experimental results. In these experiments,  we employ the 9/7 
filter and do five-level decomposition for wavelet transform. For the first level lifting-
based transform, the 8 directions range from 0° from 360° with the quarter-pixel pre-
cision. The directions of the other levels range from -135° to -45° and from 45° to 
135°. There are totally 9 different directions. Following the same testing method in 
[9], we select the redundancy rate to be 25%. Thus, we can have the results of single 
description coding (SDC) and duplicated SDC (2SDC). Both are from the original 
VM9.0. And also, we can have the expected results, which mean that the bitrate is 
25% more than SDC at the same distortion.  

The performance comparison is shown in Fig. 9. The method proposed in [9] 
works very close to the expected results. As shown in Fig. 9, the proposed side de-
coder can achieve better rate-distortion performance at the same central performance 
rather than the expected results at moderate and low bit rates. However, the result of 
the proposed algorithm is somewhat lower at high bitrate. Some more efficient data 
fusion algorithm may be helpful to tackle this problem, which remains the future 
work. Fig. 10 shows the results of central PSNR versus the side PSNR at the 0.5bpss 
(bits per source symbol) and the 1bpss, respectively. Besides the proposed algorithm, 
the results of MDUSQ [10], PTSQ [11] and the algorithm in [9] (denoted as Reference) 
are also illustrated. The problem of the proposed algorithm is that it has only one 
testing point, because the central PSNR and side PSNR in the proposed algorithm 
cannot be adaptively adjusted. However, at this point, the proposed algorithm outper-
forms any other schemes. The reconstructed images from the side decoder are shown 
in Fig. 11.  

 

       
      (a)                                                                  (b) 

Fig. 9. Result of Lena. (a) Side PSNR (dB), and (b) Central PSNR (dB). 
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      (a)                                                                    (b) 

Fig. 10. Central PSNR versus Side PSNR at (a) 0.5bpss, and (b) 1bpss, respectively 

  

                        
      (a)                                                              (b) 

Fig. 11. Reconstructed images from one description. (a) Rate = 0.5bpss, and (b) Rate = 1bpss 

7   Conclusions 

In this paper, we have proposed a new multiple description image coding scheme 
based on quincunx segmentation. The directional lifting-based wavelet transform, 
which complies with the inherent feature of quincunx distortion of pixels in one de-
scription, is developed to further improve the coding performance. The proposed 
algorithm can not only remove the redundancy among the neighboring pixels very   
well, but also enhance the performance of the central decoder when two descriptions 
are available simultaneously. Since the proposed algorithm does not consider the 
correlation between two descriptions during encoding, it is difficult to balance the 
distortions between the side decoder and central decoder. Therefore, how to utilize the 
correlations between two descriptions remains a future work.  
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Abstract. Intra-frame insertion, conventionally periodic, is inevitable to 
provide the decoders with the capability of random access for the streamed 
videos. In this paper, we propose a new non-periodic intra-frame insertion 
method which encodes a frame as I-picture when the propagated and 
accumulated uncertainties of the reference frame are greater than a threshold 
and show that it can be used for the purpose of the error resilient video 
encoding. The uncertainties of the reference frame reflect the drift noise 
resulting from the transmission errors. Simulation results over 3GPP/3GPP2 
show that the transmission error resiliency of the proposed algorithm is superior 
to that of the conventional periodic intra-frame- insertion methods with the 
same encoding efficiency. 

1   Introduction 

1.1   A Video Communication in the Error Environment  

It is important to devise video encoding and decoding schemes that can make the 
compressed bit stream resilient to transmission errors in real-time video 
communications over unreliable networks. But, it is very difficult to make an error 
resilient bitstream, because the errors arise from lots of the causes. Furthermore, it is 
not easy task to find the optimal ways to applicable to the error-environment, 
especially, when the error-resiliency is jointly considered with the coding efficiency.  

1.2   The Error Resilient and Concealment Techniques 

The purpose to adopt the error resilient encoding methods is that the missing or 
erroneous bits in a compressed stream will not cause the serious degradation in the 
reconstructed video quality. Error concealment techniques are a sort of the techniques 
used at the decoder side, which replace the missing image samples due to transmission 
errors with the artificially computed values based on the surrounding received samples. 
They make use of inherent correlation among spatially and temporally adjacent 
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samples. Basically, the purpose to maintain the reconstructed video quality against the 
transmission errors can be more effectively accomplished by utilizing the error-
resilient encoding tools at the encoder side. There have been many tools devised for 
improving the error resiliency, such as robust entropy coding, error resilient prediction, 
layered coding with unequal error protection, multiple descriptions coding etc[2].  

Focusing on the error resiliency, we can find that the temporal prediction causes 
propagation of errors. Namely, once an error occurs so that a reconstructed frame at 
the decoder differs from that assumed at the encoder, the reference frames used at the 
decoder from there onwards will differ from those used at the encoder, and 
consequently all subsequent reconstructed frames will be in error. To overcome this 
error propagation problem, an intra-refreshment has been used. 

When a corruption occurs during streaming of encoded video signals the frames 
reconstructed by a remote decoder may differ from the corresponding frames 
reconstructed by the local decoder residing in the encoder. We call this kind of 
difference as the drift noise. As we said again, in the Fig. 1, we can define the drift 
noises as follows [1]: 

ˆ
n n nd y f= −  (1) 

where ˆ
nf and ny  are the reference pixel values for motion compensation in the local 

decoder and the remote decoder, respectively. The drift noise will increase the end-to-
end distortion level of the reconstructed pictures at the remote decoder drastically; an 
intra-refreshment may reduce the drift noise and consequently get over the effect of 
the transmission errors. However, it may decrease the coding efficiency [2]. Hence, it 
is very important to find optimum tradeoff between error resiliency and coding 
efficiency. 

1.3   The Intra-refreshment  

One can accomplish the intra-refreshment by inserting intra-coded frame (frame 
refreshment), group of blocks (GOB refreshment) or macroblock (MB refreshment). 
In all cases, you can make use of intra-refreshment algorithms periodically or non-
periodically. But, you must keep the fact in mind that forced-intra refreshment may 
result in decreasing the coding efficiency. In other words, if you use intra-
refreshments too much, it will cause severe decrease of coding efficiency. Therefore, 
you have to utilize intra-refreshments in the proper manner and at the proper time. 
Generally speaking, non-periodic intra-refreshments yields better performance than 
periodic intra-refreshments in the sense of joint-optimization of error resiliency and 
coding efficiency. However, it is not easy to recognize the proper time to use the 
intra-refreshment.  

In this paper, we propose a new non-periodic frame-refreshment method which 
encodes a frame as I-picture when the propagated and accumulated drift noises or the 
uncertainties of the reference frame are greater than a threshold. With simulation 
results, we will show the error resiliency of the proposed non-periodic frame-
refreshment algorithm is superior to the conventional periodic frame-refreshment 
methods with the same encoding efficiency.  
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2   Various Models for Error-Prone Environments 

2.1   Introduction 

To compromise the coding efficiency and error resiliency better, many researchers 
have devised the high-complexity mode decision algorithms, in which they implement 
mode decision-incorporated intra refreshment algorithms [3-7]. When those 
algorithms estimate the end-to-end distortion of a macroblock according to the 
encoding mode, intra or inter, they consider the amount of to-be-propagated drift 
noise as the additional distortion of the inter-mode and add it to the rate-distortion 
cost computation, which generate more the intra-mode MB than usual. To compute 
the drift noise, the encoder either estimates the inherited distortion using propagation 
model of the drift noise [3-6] or emulate the distortion from the statistical average of 
distortions obtained from a number of local decoders affected by the assumed random 
partial loss of bitstream [7]. However, almost all of them incorporate the intra-
refreshment with time-consuming RD-optimization procedure. 

Recently, in [1] Kang has introduced the propagation model for the uncertainty of 
reference pixels. With the newly introduced model for the uncertainty propagation, 
we can implement the frame refreshing algorithms for the low-complexity mode 
decision method as well as for the high-complexity mode decision method. 

2.2   High Complexity Mode Decision for Error-Prone Environment in H.263 [3] 

This model uses a high complexity algorithm for error-prone environments. In this 
model, independently for every macroblock, the encoder selects the coding mode that 
minimizes the following cost: 

( )
( ) ( ) ( )

2

2 2

1 , intra-mode

1 , 1 1 inter-mode
q MODE

q MODE

p D pD R
J

p pD v n p D pD R

λ
λ

− + +
=

− − + − + +
 (2) 

Where modeλ is the Lagrangian coefficient, 2
mode 0.85*QPλ = , p means the lost probability 

of the given MB during transmission, R  denotes the rate to encode the target MB 
including all control parameters, 2 ( , 1)D v n −  represents the concealment distortion of the 

motion compensated MB in the n-1th frame, qD  is the quantization distortion, v is the 

motion-vector. Because 2D is defined as the sum squared difference (SSD) between the 

reconstructed pixels values of the coded MB and the concealed pixel values, 2D  

depends on the error concealment method employed and is constant for all coding 
modes considered. Also, based on this algorithm, 2D  is computed independently in 

every frame. Besides, if the encoded MB, including transmission error, is in the quasi-
stationary area, it causes the qualities of that to dip sharply. This algorithm try to select 
more the intra mode than the inter mode as the probability of p . 

2.3   Error Propagation Model in H.264 [4] 

This model uses the frame-to-frame error propagation of the concealment distortion. In 
this error resilient method, the power of the drift noise called as 3D is used. The way to 
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decide the mode in this algorithm is to choose the minimum value of the cost function 
using totalD which is added 3D  to qD .This error propagation model is expressed as follows,  

( )
( ) ( ) ( )

2 3

3

3 2 3

0, 1 , intra-mode

1 , 1 0, 1 , inter-mode

p D D n
D

p D v n p D D n

+ −
=

− − + + −
 (3) 

Where p  denotes the probability of covered packet loss, 2D is the same meaning, as 
above mentioned in Eq. (2), and 3( , 1)D v n −  represents the motion compensated drift 

noise with v , motion vector. Also, 3(0, 1)D n −  is the drift noise in the previous frame. 
This model updates the drift noise by 2D in every frame. Though the drift noise power 

propagation model yields better performance compared with the error model in 
TMN11, it still have a defect in quasi-stationary area. 

2.4  Weighting of Consecutively Propagated Drift Noise by 0( )p n ne −
[5](WIAMIS) 

This model appears to surmount weak points that spend a long time on the forced 
intra update of the MB in quasi-stationary area. On the other words, this algorithm 
improves an effect to obstruct the transmission error propagation in quasi-stationary 
area after scene change. Intra refreshment is performed during the mode decision 
procedure: the mode is selected in view of minimization of the cost defined as, 
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0, 1 , intra-mode

1 , 1 0, 1 , inter-modep n n

p D D n
D

p D v n p D D n e −

+ −
=

− − + + −
 (4) 

A marked characteristic in comparison with the presented model above, for inter-
mode, is that the drift noise power have a mechanism with weighting by 

0( )p n ne − according to 0( )p n n− . So, it makes frequently the encoding-mode to select 

intra-mode to shorten the time when corresponding MB is in the quasi-stationary area.  

2.5   Propagation Model for the Uncertainties in the Reference Pixel [1] (RTI) 

This uncertainty model has distinguished features compared with the other 
algorithms. It offers the low complexity mode decision and has a little more error 
resilient improvement. This model is founded on an uncertainty in the reference pixel 
by using the conceptual reference pixels for computing the RD cost in substitute for 
the pixels reconstructed by the local decoder. The uncertainty in the reference pixel 
means, quite simply, a random variable reflected on the estimated and compensated 
drift noise in the error-prone environment, which is defined as follows, 

( ) ( ) ( )ˆ
n n nu i f i f i= −%  (5) 

where ( )nf i% means a random variable representing statistically the pixel reconstructed 

by the remote decoders and ( )n̂f i is the pixel reconstructed error-freely by the local 

decoder. You can know the exact meaning of ( )nf i%  and ( )n̂f i  in the Fig. 1. 
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ˆ
n n nf f u= +%

ˆ
nf

1n̂f −

2,n nu u

2
1 1,n nu u− −

 

Fig. 1. Principle of the error-resilient encoding scheme in the error-prone environment: The 
newly introduced uncertainty estimator estimates the first and second moments of the drift 
noises based on the propagation model of the uncertainties in the reference pixels [1] 

The uncertainty in the reference pixel is updated as follows: 

For intra and inter-mode, supposing that remote decoders approximate the pixels with 
probability of p , the uncertainty in the reference pixel is also updated as follows, 

( ) ( ) ( ) ( )1 1

0 1
( ) , intra-modeˆ ˆ1 128n

n n n

with p
u i

p u i f i p f i with p− −

−
=

− + + ⋅ −
 (6) 

( ) ( ) ( ) ( )1 1

( ) 1
( ) , inter-modeˆ ˆ1 128

n k

n
n n n

u i v with p
u i

p u i f i p f i with p

−

− −

+ −
=

− + + ⋅ −
 (7) 

where 1( )nu i− and ( )nu i  mean the n-1-th and n-th frame uncertainty in the reference 

pixel, p is the probability resulting from the partial loss of bitstream, k  is the frame 
index offset can be one out of K values when motion compensation uses K reference 
frames. ( )n ku i v− +  is the motion compensated previously decoded uncertainty in the 

reference pixel at the local decoder. ( )1n̂f i− and ( )n̂f i  are i-th reconstructed error-

freely pixel of n-1-th and n-th frame by the local decoder. 
In the meantime, the propagation model of the first and second moments of the 

uncertainty in the reference pixel of the intra-mode is expressed as follows, 

( ) ( )
( ) ( ) ( ) ( )( )1 1

ˆ ˆ1 128

I
n n

n n n

m i E u i

p p m i f i p f i− −

=

= − + + ⋅ −
 (8) 



646 Y.T. Kim et al. 

( ) ( )
( ) ( ) ( )( )
( ) ( ) ( ) ( )( )

2

2 2
1 1

2

1 1

1

ˆ ˆ1 128

I
n n

n n

n n n

M i E u i

p p M i m i

p p m i f i p f i

− −

− −

=

= − −

+ − + + ⋅ −

 
(9) 

For inter-mode, the first and second moments of the uncertainty in the reference pixel 
is as follows,  

( ) ( )
( ) ( ) ( )1

n

n

P
n

I
n k

m i E u i

p m i v m i−

=

= − + +
 (10) 

( ) ( )
( ) ( ) ( )

2

1

P
n n

I
n k n

M i E u i

p M i v M i−

=

= − + +
 (11) 

Using the reference pixels, we can express the end-to-end distortion. Utilizing the 
above-mentioned uncertainty model and assuming that the uncertainty in the 
reference pixel is uncorrelated with the zero-mean quantization noise, we can 
conclude that the end-to-end distortion will be 

( ) ( ) ( )( )
( ) ( )

2

2

n n n

n n

D i E f i f i

q i M i

= −

= +

%
 (12) 

In Eq. (12), ˆ( ) ( ) ( )n n nq i f i f i= −  means the quantization noise. And ( )nM i  is the 
second moment of the uncertainty in the reference pixel shown as Eq’s. (9) and (11) 
when the encoding mode is intra and inter, respectively. In addition, we can present 
two types of intra refreshment methods based on the end-to-end distortions expressed 
in Eq. (12); one for the RD-optimizing high-complexity mode decision and the other 
for the sum absolute differences (SAD)-based low-complexity mode decision [1]. 

For an RD-optimizing high-complexity mode decision and an SAD-based low-
complexity mode decision, we can represent the cost functions as 

( ) ( )
m

HC n RD Opt m
i I

J m D i Rλ −
∈

= +  (13) 

( ) ( ) ( )
n

m

LC SAD m
i I

J m D i R vλ
∈

= +% %  (14) 

where each ( )nD i and ( )nD i% denotes the end-to-end distortion summation each MB 

given in Eq. (12), but ( )nD i%  means the end-to-end distortion’s estimated value by the 

SAD between original and predicted pixels, RD Optλ − and SADλ  are the Lagrangian 

coefficient, SAD RD Optλ λ −= , Moreover each mR  and ( )mR v% represents the number of 

bits used to encode and expected to be used to encode the corresponding MB 
information which is estimated by the motion vector, v , Finally mI  is the set  of 
pixels comprising the m-th macroblock[1]. 
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    Actually, the distortion in Eq. (13) computed as follows, 

( ) ( ) ( )
( ) ( ) ( ) ( )

2

2

, intra-mode

1 , inter-mode

I
n n

n I
n n n k

q i M i
D i

q i M i p M i v−

+
=

+ + − +
 (15) 

where n k−  means the index of reference frame for motion compensated prediction. 

Also, in Eq. (14), ( )nD i% is defined as follows,  

( )

( ) ( )
( ) ( )

( ) ( ) ( ) ( )2

, intra-mode

ˆ

inter-mode
1 ,

I
n n

n n kn

n k n k n k

f i f i

f i f i vD i

p m i v M i v m i v

−

− − −

−

− +=

+ − + + + − +

%  (16) 

where ( )I
nf i  denotes the values constructed by the intra-prediction, n k−  means the 

index of reference frame for motion compensated prediction, and ( )n k
m i v− +  and 

( )n kM i v− +  are the first and second moments of the uncertainty in the motion 

compensated reference pixel [1]. 

4   Proposed Intra-refreshment Method 

We propose the frame-refreshment, using the above-introduced uncertainty model. 
We can apply to an intra-refreshment by expanding its criterion (or threshold) as the 
unit of the MB in the reference pixel with that as the unit of frame in order to apply to 
the intra-refreshment by a frame. In order to do that, preferentially, we first should 
calculate the amount of the amount of the drift noise grounded on this model. It is as 
follows, for the RD-optimizing high-complexity mode decision, 

( )
( )

( ) ( ) ( )2

high-complexity

low-complexity

n j

n j

n
j J i I

tot

n k n k n k
j J i I

M i

U n
m i v M i v m i v

∈ ∈

− − −
∈ ∈

=
+ + + − +

 (17) 

where ( )totU n  denotes the total of drift noise of n-th frame, nJ  is the set of MBs 

comprising the n-th frame, ( )nm i  and ( )nM i  are the first and second moments of the 

uncertainty. 
By the way, we should determine a intra-refreshment’s threshold compared to Eq. 

(17). As for this matter, we can think many ways to decide the threshold for the intra-
refreshments in the encoding algorithm. For example, we can have any decisions 
about the threshold, associated with the cost function, the drift noise or the whole 
distortion, including the quantization noise. Though it leaves some room for 
deliberation, we should keep on discussing and experimenting how to determine the  
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threshold. Even if we should solve this problem after due consideration, we attempt 
to take a simple approach to decide a threshold. We regard a threshold as the entire 
quantization. So, if ( )totU n is greater than that, the local encoder encodes a frame as 

I-picture. Also, in the video streaming service, with estimating the drift noise, we 
can make a video stream to be a little robust and some more sensitive to a channel 
error. 

In the sequel, we can know the proper time when an intra-refreshment method 
conducts because this model reflects well on the channel error, in comparison with 
the other error propagation models. And this offers the environment to make 
occasional frame-refreshment possible. Even more, by carrying out non-periodic 
frame-refreshment, contrary to the existing and conventional intra-refreshments, we 
can obtain the more efficient video stream. Needless to say, if intra-refreshments 
are executed frequently, the coding efficiency will go down. Therefore, we must use 
that on the condition not to reduce the coding efficiency and not to consume the 
bitrates.  

5   Simulation Results 

Using the above-mentioned various error propagation models, we carried out 
experiments on the performance of the proposed non-periodic frame refreshment 
algorithm compared with periodic intra-refreshment. Table 1 shows simulation 
conditions. The reference system encodes frames as I-slices periodically for random 
access capability. The period of 2 seconds is tested. The tested sequences are 3 
sequences of QVGA format and 2 sequences of CIF format. The sequences are 
encoded with four different bit rates of 256, 320, 384, and 448 kbps. We use the bit 
error patterns acquired by a 50kmph vehicular receiver over 3GPP/3GPP2 [8], the 
bit error rate of which is 42 10−× . We perform 10 channel simulations and evaluate 
the overall average quality of the decoded pictures. 

Table 1. Simulation conditions for comparison of the PSNR performances from constant bitrate 
(CBR) encoding  

Sequence QVGA : News, Drama, Sport 
CIF : Mobile, Tempete 

Frame rate(Hz) 15 
Total frames 150 
Codec JM8.6, Baseline profile w/o DP,  RS, FMO 
Coding options 1 slice/frame 

MV search range of 16 
1 reference frame 

Bitrate(kbps) 256, 320, 384, 448 

 



 Non-periodic Frame Refreshment 649 

    With CIF format, we compute the PSNR defined as 

( )( ) ( )
( ) ( )( )

2

10 150 352 288 10 2

,
1 1 1

255 150 352 288 10
10 log

ˆ
n n j

n i j

PSNR
f i r i

×

= = =

×
= ⋅

−
 (18) 

where ( )
n

f i  represents the i-th pixel in the n-th original frame and ( ),n̂ jr i  means the i-th 

pixel in the n-th frame reconstructed by the j-th remote decoder. If the input sequence is 
QVGA(320× 240), the corresponding values in Eq. (18) will readjust to QVGA format.  

Table 2 and 3 shows the performances of the intra-refreshment algorithms 
according to the mode decision. For the low-complexity mode decision, the 
uncertainty model in [1] is tested, and for the high-complexity mode decision, all the 
above-mentioned models are tested. It verifies that the uncertainty model-based non-
periodic intra-frame refreshment algorithm yields the average PSNR improvement of 
1.55 and 1.30 dB according to mode decision. All the other non-periodic intra-frame 
refreshment algorithms with each drift noise model incorporated with the high-
complexity mode decision also yield better performance than the conventional 
periodic intra-frame refreshment by from 0.95 to 1.32 dB.  

Figure 2 and 3 compare the PSNR performances of the frame refreshment 
algorithms applied to encoding Drama and Mobile & Calendar, respectively, where 
Drama is a sequence of QVGA format and Mobile & Calendar is a sequence of CIF 
format. They show vividly that the non-periodic frame refreshment improves the 
PSNR performance much more as the bit rate of the encoded bitstream increases. 

Drama
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Fig. 2. The rate-distortion performances of the frame refreshment algorithms with a QVGA 
sequence 
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Mobile & Calendar
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Fig. 3. The rate-distortion performances of the frame refreshment algorithms with a CIF 
sequence 

Table 2. PSNR performance of intra-frame refreshment algorithms on low-complexity 

Frame Refreshment (propagation Model) Bitrate(kbps) Sequence 
Periodic(dB) RTI[1](dB) RTI[1](Δ) 

News 28.55 28.97 0.42 
Drama 30.87 31.88 1.01 
Sport 25.34 26.29 0.95 
Mobile 22.98 23.19 0.21 
Tempete 26.50 26.83 0.33 

256 

Average 26.85 27.43 0.58 
News 27.19 30.44 3.26 
Drama 31.60 32.87 1.27 
Sport 25.45 26.89 1.44 
Mobile 22.81 23.77 0.96 
Tempete 26.29 27.44 1.15 

320 

Average 26.67 28.28 1.61 
News 27.84 31.82 3.98 
Drama 32.05 33.33 1.28 
Sport 26.01 27.77 1.76 
Mobile 23.29 23.87 0.58 
Tempete 27.20 27.83 0.63 

384 

Average 27.28 28.93 1.65 
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Table 2. (Continued.) 
News 27.77 33.00 5.24 
MV1 31.70 33.59 1.89 
Baseball 26.35 28.03 1.69 
Mobile 22.74 24.19 1.45 
Tempete 26.98 28.43 1.45 

448 

Average 27.11 29.45 2.34 
Overall average 26.98 28.52 1.55 

Table 3. PSNR performance of intra-frame refreshment algorithms on high-complexity 

Frame Refreshment (propagation Model) Bitrate 
(kbps) 

Sequence 
Periodic 
(dB) 

H.263[3]
(dB) 

H.264[4]
(dB) 

WIAMIS[5]
(dB) 

RTI[1] 
(dB) 

RTI[1] 
(Δ) 

News 28.78 29.16 29.67 29.56 29.18 0.40 

Drama 31.93 31.97 32.29 32.22 32.34 0.40 

Sport 25.67 26.52 26.66 26.51 26.51 0.84 

Mobile 23.25 23.18 23.00 22.25 23.15 -0.10 

Tempete 26.61 27.30 27.01 26.88 27.24 0.63 

256 

Average 27.25 27.63 27.72 27.48 27.68 0.44 

News 27.42 30.32 30.72 30.69 30.44 3.02 

Drama 32.21 32.92 33.03 33.04 33.17 0.96 

Sport 26.00 27.03 26.93 27.33 26.87 0.87 

Mobile 23.37 22.89 23.33 22.32 24.17 0.80 

Tempete 26.46 26.47 26.98 27.21 26.87 0.41 

320 

Average 27.09 27.93 28.20 28.12 28.30 1.21 

News 28.04 30.96 31.71 31.78 31.80 3.76 
Drama 32.77 33.60 33.77 33.94 33.72 0.95 
Sport 26.49 28.18 28.63 28.57 27.70 1.21 
Mobile 23.16 23.36 23.35 23.47 24.26 1.10 
Tempete 27.21 27.43 27.87 27.90 27.83 0.62 

384 

Average 27.53 28.71 29.07 29.13 29.06 1.53 
News 28.13 31.84 32.69 32.68 32.82 4.70 
MV1 33.39 34.12 34.73 34.82 33.86 0.47 
Baseball 26.64 28.28 29.27 29.22 28.35 1.71 
Mobile 22.94 23.06 23.83 23.82 25.02 2.08 

Tempete 26.86 27.80 28.34 27.94 28.14 1.27 

448 

Average 27.59 29.02 29.77 29.70 29.64 2.05 

Overall average 27.37 28.32 28.69 28.61 28.67 1.30 
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6   Conclusions 

It is important to devise video encoding and decoding schemes in the error-prone 
channel environments for the streaming service. We have presented that intra-frame 
refreshment which has been used for the random access capability can be a very 
effective tool to improve the error resiliency. Based on propagation models for the 
drift noise or the uncertainty in the reference pixels, we could make it possible to 
accomplish efficient non-periodic intra-frame refreshment. With the uncertainty 
propagation model, especially, we could implement non-periodic intra-frame 
refreshment in both the low-complexity (SAD-based fast) mode decision scheme and 
the high-complexity (RD-optimizing) mode decision schemes. We claim that the non-
periodic intra-frame refreshment algorithms can reveal superior error-resiliency 
performance to the conventional periodic intra-refreshment algorithms with the same 
encoding efficiency. We simulated with QVGA and CIF 15 frames/s video signals for 
the terrestrial-digital multimedia broadcasting (T-DMB) service, and the simulation 
results verified it. The proposed non-periodic intra-refreshment algorithm based on 
the uncertainty model yields the average PSNR improvement of 1.55 dB in the low-
complexity mode and 1.30 dB in the high-complexity mode. 
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Abstract. A two-stage color quantization method is proposed in this paper. At 
the first stage, a palette selection scheme suitable to the quantization level 
requirement is chosen and an initial palette is selected. At the second stage, a fast 
LBG algorithm is adopted to iteratively refine the palette. Experimental results 
show that this approach is superior to most of the prevalent methods in terms of 
quantization distortion measured by the MSE metric. 

1 Introduction 

)16777216(224 =  colors can be displayed in a 24-bit true color image at best. But, 

due to the constraint of image size, factually, total number of colors occurring in a true 
color image always ranges from 410  to a little more than 610 . That is even too many to 
be distinguished by the HVS (Human Visual System). Furthermore, 3-dimensional 
color vectors increase both temporal and spatial cost of processing and analyzing of 
images, such as texture analysis and image segmentation, etc. An effective approach to 
circumvent these problems is to convert the 24-bit true color image to an indexed one 
with at most hundreds of palette colors and visually acceptable distortions, or rather, to 
perform color quantization. Generally, color quantization is defined as the process of 
reducing the number of colors in a digital image by replacing them with the “closest” 
representative colors [1], [2]. Since it is a lossy process, it inevitably introduces 
distortions. The challenge is just how to minimize the distortions perceived by an 
average human observer. 

Let I  be an input 24-bit true color image, and it contain N  colors },...,,{ 21 Nccc  

inside, each of which has an occurrence frequency ),..1( Nifi = . if  is defined as the 

total of pixels having the same color vector ic . The task of color quantization is to 

convert I  into an indexed image K
QI  in only K  colors with least visual distortion, 

where NK <<  and generally 255≤K . K  is always called the Quantization 
Level.  

Obviously, how to model the visual distortion of color quantization is the first 
problem we should consider. Mean squared error (MSE) [1], [2], [5], [6] or (peak) 
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signal to noise ratio (PSNR/SNR) [7] is always employed as an objective metric for 
color quantization distortion. Despite the common use, these measures have defects, 
especial the contradiction with visual quality human perceived. A criticism of them can 
be found in [8]. Tremeau et al [8] proposed a new error metric in terms of perceived 
image quality. Puzicha et al. generalized MSE to a psychophysically motivated error 
metric for simultaneous quantization and halftoning. All these extensions can be 
viewed as weighed forms of the original MSE metric. Allowing for this and the 
popularity of MSE, this paper still adopts it as the minimizing target of color 
quantization. Assuming that there are m  rows and n  columns in I , the quantization 
distortion measured by MSE can be calculated as 
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=
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=

−
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in which ),( yxI  and ),( yxI K
Q  represent the color vector of pixel ),( yx  on the 

image plane before and after quantization respectively, •  depicts the difference 

between these two color vectors. According to psycho-visual principles, Euclidean 
distance in some perceptual uniform color space, such as CIE L*a*b, CIE L*u*v, etc., 
is the best metric to estimate visual difference between colors [4]. 

Formula (1) has other transforms. Let 1 2{ , ,..., }p p p
KP c c c=  be the selected palette 

colors set, and iC  be the set of colors mapped to ),...2,1( Kic p
i = . Then in each 

set iC , quantization distortion measured by MSE is 
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As a result, the total MSE, used as the quantization distortion metric, between the 
quantized and original image is 

=

=
K

i

i
QQ DD

1

                                                       (3) 

Since these two formulas are derived from a clustering view, MSE computed 
through (2) and (3) is sometimes called K-means quantization error.  

It is known that the problem of seeking an optimum palette color set to minimize 

QD  (when K  is given) is NP-complete [5]. Therefore, researchers focus their 

attentions on how to introduce some heuristics to find out the suboptimal solutions. 
Existing methods can be categorized into two classes: splitting and clustering ones. 
Splitting approaches operate in a top-down mode. They regard all color vectors in the 
input image as a whole set, and partition it into K  subsets in some recursive way and 
use the centroid as the representative color of each subset. Typical splitting schemes 
include median-cut [10], center-cut [11], variance-based [12], the octree splitting [13], 
RWM-cut [14], cut along a selected line [7], etc. In contrast, clustering methods work 
in a bottom-up mode. They choose K representative colors as the initial palette 
elements and then group color vectors in the input image into K clusters according to 
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their distance from the representatives. K-means and fuzzy K-means clustering are the 
classical algorithms belonging to this class. Some other clustering methods include the 
famous popularity algorithm [10], pairwise clustering [15], agglomerative clustering 
algorithm proposed by Xiang et al. [16], etc.  

Generally speaking, splitting methods are always more time-consuming while more 
suboptimality guaranteed; clustering ones are comparatively simple in order to keep the 
algorithms efficient, but the results are greatly influenced by the scanning order and 
initial palette selection.  

To overcome the drawbacks of clustering approaches and acquire more satisfactory 
quantization results, this paper proposes a two-stage quantization method. At the first 
stage, a merging or popularity scheme is adopted to select an initial palette. And at the 
second stage, a fast LBG algorithm is exploited to refine the palette. Experimental 
results show the proposed approach to be better than most of the methods mentioned 
above in terms of quantized image quality measured by MSE. 

The rest of this paper is organized as follows. Section 2 describes the proposed 
quantization approach in detail. Then the experimental results are shown in section 3. 
Finally, discussions of the results and the concluding remarks are given in section 4.  

2 The Proposed Quantization Method 

Back to (2), let the cardinality of iC  be M ( MCi = ,), Mc  be the centroid of 

cluster iC . For any 3
0 Rc ∈ , we have 
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in which ),( 0cCD i  denotes the sum-of-squared error (SSE) 1 introduced by mapping 

colors in iC  to 0c , and jf  is the occurrence frequency of color vector jc . The 

centroid Mc  can be calculated as 
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jjM fcfc

11

.                                                     (5) 

It is evident by (4) that ),( 0cCD i  will get smaller when 0c  goes closer to the 

centroid Mc  of iC , and that ),( 0cCD i  will reach the minimum when Mcc =0 .  

Furthermore, given an initial palette },...,,{ 0
2
0

1
00

KcccP = , each color in the input 

image can be mapped to one of these palette colors according to some mapping 
criterion. This mapping process produces an initial clustering, or rather, an initial 

quantization of the image colors. Because ),...,1(0 Kici =  is not always the centroid 

                                                           
1 Because MSE is proportional to SSE of the same image (region), we use SSE instead for the 

convenience of mathematical deduction. 
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of its corresponding cluster iC , the quantization error calculated according to formula 

(2) and (3) will surely be reduced if we replace the selected palette colors with the 
centroids of formerly resulted clusters. This replacement causes alterations to the 
palette, thus re-clustering is need… Repeating this palette replacement and 
re-clustering processes until all palette colors are centroids of the corresponding 
clusters, we can at least get a local minimum of the mean squared quantization error. 
These thoughts motivated us to introduce LGB algorithm [17] to our color quantization 
method. 

What criterion should be adopted to perform color mapping? It is natural that a color 
should be mapped to the palette one that is most visually similar to it. As mentioned 
above, Euclidean distance between color vectors in some uniform color space can be 
used to depict color differences. Thus, a color vector should be mapped to the palette 
one that is nearest to it. In some literatures (such as [18]), this is called the nearest 
neighbor rule. 

In short, the proposed color quantization approach is a two-stage method. At the first 
stage, some heuristics are introduced to select an initial palette. At the second stage, a 
fast LGB algorithm is exploited to iteratively refine the palette and quantize the image. 

2.1   Initial Palette Selection Schemes 

As an iterative clustering process, the final quantization results depend greatly on initial 
palette selection. From above reasoning, it is intuitive that initial palette can be selected 
by partitioning color set of the input image into K subsets and taking centroid (or point 
near the centroid) of each subset as the representative ones.  

This partitioning should according to the distribution of color vectors in the color 
space. It is known to us that color histograms can be used to obtain that distribution 
information. However, direct computation of 3-dimensional color histogram is both 
time and space consuming. Viewing of this, we adopt a down-sampled color histogram 
in our implementation. For the convenience of computation, integer power of 2 is 
always taken as the down-sampling factor for each color component. Let the factor 

be k2 . Too small k will not save computation time effectively, while too large k will 
bring unacceptable approximation errors. Based on comparative experiments, we 

choose 3225 =  as the down-sampling factor for all three color components, namely, 

the color space is split into a set of 332  sub-cubes. Rarely, the number of bins in the 32 
down-sampled color histogram is smaller than the quantization level K. Then the 

down-sampling factor should be decrease to 1624 = .  
The resulted color histogram provides total occurrence frequency of colors in each 

sub-cube and gives the approximate distribution of colors in the input image. Assuming 
there be h  bins in the histogram, it is obvious that Kh ≥ . Therefore, color subsets 
bounded by those sub-cubes need some merging process to produce K clusters. 
Choosing a representative for color subset encompassed by each sub-cube, the most 
intuitive merging criterion is according to the distance between these representatives. 
But intuitive ones are not always the best ones. Let’s consider the error introduced by 

merging two clusters. If cluster iC  and jC  are merged into one cluster mergeC , 
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denoting their centroids respectively as ic , jc  and mergec , it is obvious that the 

sum-of-squared error in mergeC  can be calculated by 

∈∈∈

−+−=−
mergenimmergek Cc

mergenn
Cc

mergemm
Cc

mergekk ccfccfccf
222

  

),(),( mergejmergei cCDcCD += .                                  (6)  

According to formula (4), the increment of sum-of-squared error caused by merging 
can be formulated as 

22

mergejjmergeiijimerge ccCccCSSESSESSESSE −⋅+−⋅=−−=Δ .     (7) 

where •  denotes the cardinal of a set, iSSE , jSSE  and mergeSSE  represent the 

sum-of-squared error of iC , jC  and mergeC  respectively. In (7), mergec  can be 

computed by 

ji

jjii

merge
CC

cCcC
c

+

⋅+⋅
= .                                                  (8) 

Self-evidently, it is more reasonable to merge the pair of clusters corresponds to the 
minimal SSEΔ . The initial palette selection through merging, called the merging 
scheme, can be summarized as: take centroid of subset bounded by each sub-cube as the 
representative, and iteratively merge the pair of current subsets who have the minimal 

SSEΔ  given in formula (7) until only K subsets left. 
Above merging scheme is theoretically sound but computational intensive for initial 

palette selection. Another simpler scheme we proposed is motivated by the principles 
of Heckbert’s popularity algorithm. We call it the popularity scheme, in which all bins 
in the down-sampled color histogram are sorted according to their occurrence 
frequency, the K most frequent ones are selected, and the centroids of their 
corresponding sub-cube encompassed clusters are taken as the initial palette colors. 

2.2   Iterative Palette Refinement 

After selection of the initial palette, we borrow LBG algorithm to refine it. As 
mentioned above, this refinement is an iterative process of repeating palette updating 
and color re-clustering. In each loop, palette updating is a simple operation, thus, 
speeding up color re-clustering (i.e., color mapping) is critical to reduce temporal 
complexity of the refinement process. Our acceleration scheme is similar to the 
Equal-Average Equal-Norm Nearest Neighbor searching method proposed in [19]. 
And the refinement iteration is stopped when the difference of MSE values computed 
in two consecutive loops is zero. 

Color re-clustering is fulfilled by searching a nearest palette color for each pixel in 

the input image. Let ic  be the current color vector to be mapped (i.e., clustered) 

and ( ) ( ) ( )
1 2{ , ,..., }p t p t p t

t KP c c c=  be the palette colors set in the t -th loop (which is 
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computed in the )1( −t -th loop and 0t ≥ ). Then the problem is to find out a palette 

color )(tp
mc  for ic  which satisfies 

}{minarg
2)()(

)(

tp
ji

C

tp
m ccc

tp
j

−= .                                     (9) 

Full search in the palette is intuitive but time consuming. Some heuristics should be 
introduced to speeding up this process.  

Let us denote the current minimum of
2)(tp

ji cc −  with ( )
min ( )t

id c . According to the 

Cauchy-Schwarz inequation, we can get 

2)()(2)(22)( )(2 tp
ji

tp
ji

tp
ji

tp
ji cccccccc −=−+≥− .                  (10) 

Obviously, palette colors )(tp
jc  should not be searching candidates if they satisfy 

( ) 2 ( )
min( ) ( )p t t

i j ic c d c− >   ⇔  

    ( ) ( )
min ( )p t t

j i ic c d c> +  or ( ) ( )
min ( )p t t

j i ic c d c< − .                       (11) 

Therefore, to accelerate the color re-clustering process, we firstly sort 

},...,,{ )()(
2

)(
1

tp
K

tptpt cccP =  by norm of each palette color, then remove those colors 

satisfying formula (11) from the palette and take the remained ones as searching candidates.  

A problem still left is how to determine ( )
min ( )t

id c  for each loop. Denoting the 

minima acquired from (9) for ic in two consecutive loops with )1(min −t
i  and )(min t

i  

respectively, it is evident that there must be 
)1()( minmin −≤ t

i
t

i .                                                      (12) 

Thus, for any 0>t , we can set 
( ) ( 1)
min ( ) mint t

i id c −= .                                                    (13) 

And, in the first loop, we choose a color from the initial palette 0P  whose norm is 

closest to ic , and take (0)
min ( )id c  as the distance between that color and ic . 

The most remarkable difference between our heuristic searching method and that 

proposed in [19] is the determination scheme of ( )
min ( )t

id c . We take minimum 

computed in the previous loop as the threshold of the current loop. In contrast, their 

selection of )(
min

td  only allows for the closeness of norms and averages of vectors.  

3   Experimental Results and Analysis 

To verify the proposed approach, we implement our algorithms with Visual C++ and 
perform quantization experiments on a lot of 24-bit true color images. For the 
convenience of comparison, we give the quantization distortions of six images used in 
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[18], which are measured with MSE. These images are “Baboon”, “Lena”, “Peppers”, 
“Airplane”, “House” and “Sailboat”. The quantization results of some other commonly 
used images in image processing are also given, which include the original images, the 
quantized images and corresponding MSE values. Experiments are conducted mainly 
in two aspects as following. 

Table 1. MSE of quantization by direct using the two initial palette selection schems without 
palette refinement  

K / Scheme Baboon Lena Peppers Airplane House Sailboat 
Merging 588 294 553 1043 518 452 16 

Popularity 864 393 604 382 837 824 
Merging 379 167 315 892 300 300 32 

Popularity 458 178 332 169 610 352 
Merging 254 113 196 286 181 160 64 

Popularity 231 112 178 100 173 154 
Merging 161 63 137 86 130 127 128 

Popularity 152 65 135 85 126 123 

Table 2. MSE of quantization with palette refinement and total loops needed. In each data grid of 
this table, the left is MSE value, and the right is total loops needed (i.e. in a form as MSE / 
Total_loops). 

K | Scheme Baboon Lena Peppers Airplane House Sailboat 
Merging 532/9 238/11 412/11 237/34 455/18 309/20 16 

Popularity 587/12 274/11 400/11 197/12 451/11 318/17 
Merging 311/11 135/9 242/12 167/33 245/11 202/20 32 

Popularity 324/16 132/8 248/10 111/13 246/9 199/10 
Merging 186/13 82/7 149/12 111/17 153/7 131/9 64 

Popularity 186/10 83/7 148/8 73/7 145/9 128/7 
Merging 121/12 54/5 99/10 51/8 91/11 88/10 128 

Popularity 120/8 53/6 100/8 52/8 89/10 84/10 

Table 3. MSE of quantization by the proposed method, the SAU and SOM algorithm and 
respectively on identical test images. Results of the latter two algorithms are quoted directly  
from [18]. 

K / algorithm Baboon Lena Peppers Airplane House Sailboat 
Proposed 532 238 412 237 455 309 

SAU 731 273 482 192 481 354 16 
SOM 667 272 479 214 511 365 

Proposed 324 132 248 111 246 199 
SAU 424 140 298 127 288 235 32 
SOM 414 136 261 109 241 245 

Proposed 186 83 148 73 145 128 
SAU 265 82 199 72 171 166 64 
SOM 256 83 154 54 146 157 

Proposed 120 53 100 52 89 84 
SAU 169 53 129 34 105 112 128 
SOM 156 47 86 26 78 88 
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3.1   Which Initial Palette Selection Scheme Is Better? 

MSE values caused by mapping colors in each image to the initial palette ones selected 
by both merging and popularity schemes at various quantization levels are given in 
Table 1. Table 2 gives the final MSE values after refinement iteration stops and the 
corresponding total loops needed. 

From Table 1, we can find out that, in most cases, both schemes alone (without later 
refinement) can produce an acceptable quantization when compared with some algorithms 
mentioned in [18], such as center-cut, median-cut and octree algorithm. And the merging 
scheme is superior to the popularity one especially when quantization level 32<K .  

From Table 2, we can conclude that poorer initial palette needs more loops for the 
algorithm to converge. However, better initial palette does not always bring about 
better final results in terms of MSE.  

Based on all these findings, we suggest taking merging process as the initial palette 
scheme when 32<K  and taking its counterpart when 32≥K . 
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Fig. 1. The proposed approach is fairly good in terms of MSE when comparing with the SAU and 
SOM algorithm. This shows the MSE values of each algorithm on the same input images (six 
forementioned images). Form left to right and top to bottom are diagrams correspond to 
quantization level K=16, K=32, K=64, and K=128 respectively. 

3.2   Comparison with Other Prevalent Algorithms 

[18] gives the quantization results of several algorithms on forementioned six images at 
various quantization levels. These algorithms include the popularity algorithm, the 
center-cut algorithm, the median-cut algorithm, the variance-based algorithm, the 
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octree algorithm, the Dekker’s algorithm using SOM (sampling factor=1), and the 
algorithm proposed in [18] (a splitting approach we called the SAU algorithm, SAU is 
the union of first characters of three author’s name). According to those experimental 
results, the SAU and SOM algorithm are the best. 

In Table 3, we quote the experimental results of the SAU and SOM algorithm 
from [18], and put them together with our results. For the convenience of 
comparisons, we also depict their relative superiority in Fig. 1. In each diagram, the 
abscissa is No. of above mentioned test images and the ordinate is MSE caused by 
quantization. 

 

Fig. 2. Quantization results on the image “Garden” are given here. Form left to right and top to 
bottom are the original input image and the quantized ones correspond to quantization level 
K=16, K=32, K=64, and K=128 respectively. The MSE values are 457, 263, 151, 94. 
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Two examples of quantization results of some other images are given in Fig. 2 and 
Fig. 3, which include the original input image and its quantized map for K=16, K=32, 
K=64, K=128 respectively. 

 

Fig. 3. Quantization results on the first frame of the popular sequence “Akiyo” are given here. 
Form left to right and top to bottom are the original input image and the quantized ones 
correspond to quantization level K=16, K=32, K=64, and K=128 respectively. The MSE values 
are 231, 125, 62, 34. 
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4   Conclusions 

A two-stage color quantization method is proposed in this paper. At the first stage, a 
compound initial palette selection scheme is designed to select an initial palette. We 
proposed two schemes for this stage. The merging scheme is more suitable when 
quantization level 32<K , however, the popularity scheme is more preferable 
when 32≥K . At the second stage, a fast LBG algorithm is adopted to iteratively 
refine the palette. Experimental results prove it to be superior to most of the prevalent 
approaches in terms of quantization distortion measured by the MSE metric. 
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Abstract. A method is proposed to detect useful directional feature points other 
than corner points considering that the number of corner points may not be suf-
ficient in a scene.  This is achieved by directional analysis of properties of im-
age points by virtue of the proposed gradient operators with different direction 
topologies. A matching criterion is also proposed to find the initial correspon-
dence by using the feature vectors that are acquired from the results of direc-
tional analysis. For the purpose of improving the final correspondence, four 
constraints are employed in the system to seek and refine the correspondence.  

1    Introduction 

Feature detection is a fundamental task in computer vision, e.g. rigid registration for 
3D reconstruction. In addition, robust correspondence is an important factor to the 
success of video-based 3D reconstruction. With robust feature points, the subsequent 
tasks can then be accomplished. Thus, a 3D model can be easily created by video-
based 3D method rather than the complicated and time-consuming model-building 
process. The model can then be further used in virtual reality or augmented reality 
applications, like a virtual museum tour, on-line shopping exhibition, or 3D video 
games. 

In conventional approaches, corner detection methods are mostly used. The assess-
ing and evaluation methods for corner detection can be found in [1][2][3]. However, 
in some situations, number of corners may not be sufficient; thus, other useful fea-
tures must be also detected. Based on this consideration, a directional feature point 
detection algorithm and matching procedure are proposed in this paper.  

Regarding the study of directional analysis, a steerable method was introduced in 
[4] (wedge detector) by choosing an optimal template from a family of steerable func-
tions based on the modification of Canny’s criterion.  Prior to choosing an appropriate 
template for an unknown orientation, analytical optimization must be performed. 
However, in practical applications of correspondence, orientation between two con-
secutive frames is usually not significant. In the proposed method, only three direc-
tions are used for evaluating similarity metric. The directional method can also be 
found in [5]; an eight strip shaped filters were designed for detecting the line direc-
tion. The candidates in the search area with similar directions are chosen for match-
ing. Apart from that, affine changes between two frames can be estimated to track the 
features and monitor the quality of the features during tracking [6] [7]. 
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Matching or correspondence can be accomplished by three stages [8]: (1) feature de-
tection, (2) similarity metrics, and (3) search strategies. In the proposed method, the 
feature detection is based on directional analysis of image pixels in order to extract points 
other than corners [9]. As for the second stage, eigen values of feature points are used as 
feature arrays which will be employed in similarity metrics. The search strategies are also 
discussed in this paper; the correspondence is achieved by means of four constraints: 
“feature constraint,” “F constraint,” “Order constraint,” and “Epipolar constraint.” 

The paper is organized as follows: The proposed directional feature detection is de-
scribed in Sec. 2. The system of feature detection and correspondence is presented in 
Sec. 3. The constraints used for refining correspondence are elucidated in Sec. 4. Sec. 5 
demonstrates the experimental results. Finally, a brief conclusion is given in Sec. 6. 

2    Directional Feature Points Detection 

Fig. 1 illustrates the six direction topologies used for evaluating the gradient along the 

specific directions. The six direction topologies are denoted as 61,...,dd . 1d  and 

2d used to analyze the directions of integer multiples of 90 degrees. 63,..., dd  are 

used to analyze the directions of integer multiples of 135 degrees. 
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Fig. 1. Six direction topologies 

Let xI and yI denote the partial derivative with respect to x and y, respectively. A 

symmetric matrix [9] can be formed as 

                                    
⊗⊗
⊗⊗

=Ψ 2

2

yyx

yxx

IGIIG

IIGIG
                                 (1)    
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where G is a zero mean Gaussian kernel of variance 2σ and ⊗  is a convolution 
operator. Two eigen values can be evaluated from the matrix Ψ . Harris [9] detects 
corners by inspecting the value of the product of the two eigen values. Thus, only 
corners can be detected; however, other useful features (e.g. directional features) 
cannot be found.  

For direction topology id (i = 1,…,6),  we have eigen values ( 21, ii λλ )  for a point 

in image 1I and eigen values ( 21, ii λλ ′′ ) for a point in Image 2I .  The candidate mask 

iM1 of feature point locations for direction topology id  in 1I  is determined by the 

criteria: 

             [ ( )ui τλ >1  and ( )li τλ <2 ] or [ ( )li τλ <1  and ( )ui τλ >2 ]          (2) 

where lτ  is the lower threshold and uτ  is the upper threshold. If a point ),(1 yxI  

satisfies the above criteria, 1),(1 =yxM i denotes that the point (x,y) is a feature 

point candidate with the direction topology id . Let  1M denote the mask contains all 

potential candidates:  

6,...,1,11 == iMM iU                                         (3) 

By using the same principle, we have the candidate mask in image 2I :  

                                           6,...,1,22 == iMM iU .                                          (4) 

In addition to finding the candidate points, which satisfy the above directional cri-
teria, each point in the candidate area has to be evaluated according to their feature 

strength in a local area. The difference of the two eigen values in direction id  is 

evaluated as    

|| 21 iii λλδ −= .                                                (5)  

The maximum of all differences is  
 

 }{maxˆ
6,...,1

i
i

δδ
=

= .                                                 (6) 

Therefore, the following evaluation is used as directional feature: 

                                                    )(ˆ
1 iδδ Γ−=Ω                                                (7) 

where )( iδΓ is the average operation of the set of eigen value differences excluding 

the maximum. Large value of 1Ω  reveals prominent candidate of directional feature. 

Let 1Ω̂ denote the non-maximum suppression result of 1Ω . The potential candidate 

of feature points in image 1I is obtained as 

                                                    I },ˆ{ 111 MΩ=Π .                                         (8) 
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In addition, the potential candidate of feature points in 2I  can be obtained as 2Π . 

Suppose that there are J feature points in 1I . Each feature point 

Jjjp ,...,1),(1 = can be represented by a homogeneous coordinate designated by 

the mask 1Π . Let 1S  be the feature points set: 

                              },...,1|))(),({( 111 JjjfjpS ==                                      (9) 

where )(1 jp is characterized by the feature array: 

                            ))(),(),...(),(()( 626112111 jjjjjf λλλλ= .                       (10) 

    A feature points )(2 kp  in image 2I  can be characterized by the feature array: 

                           ))(),(),...(),(()( 626112112 kkkkkf λλλλ ′′′′= .                       (11) 

    The feature points set for 2I  ( K  points) is 

                         },...,1|))(),({( 222 KkkfkpS == .                               (12) 

3    System of Detection and Correspondence 

Fig. 2 illustrates the proposed algorithm for feature point detection and correspon-
dence. These techniques are developed based on uncalibrated camera. 

1I  and 2I  represent two input images. They are captured with the same camera in 

difference view angle (not a wide baseline problem). For the purpose of extracting 
directional feature points, firstly, the images are analyzed with six directional gradient 
operators (described in Sec. 2) in the block “Directional Feature Detection” of Fig. 1. 

1S and 2S  are the point sets containing potential candidates of feature points for 1I  

and 2I , respectively. Each point of which is characterized by the feature array of 

twelve eigen values. 
In the proposed algorithm, four constraints are used for correspondence. The first 

constraint is feature constraint based on the eigen feature arrays 1f and 2f . In the 

initial matching (block “Matching with Feature Constraint”), only these directional 

features are employed to find the preliminary matching pairs { 1P , 2P } where 1P  is a 

point set (homogeneous coordinate) whose elements correspond to the elements  

in 2P . 

The other three constraints will be applied after the approximate epipolar geometry 

is estimated by using the paired point set 1P  and 2P (correspondence results). Finally, 

the correspondence of feature points in 1I  and feature points in 2I  can then be ac-

quired by means of all constraints. The detail procedure of correspondence will be 
elucidated in Sec. 4.  
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Fig. 2. Diagram of the algorithm 

4   Correspondence of Feature Points by Constraints 

The correspondence problem is described in this section. Four constraints are em-
ployed to find and refine the correspondence: “Directional feature constraint,” “F 
constraint,” “Order constraint,” and general “Epipolar lines constraint.” The first 

constraint is used to find the preliminary correspondence of 1S  and 2S . The match-

ing results lead to two point sets 1P  and 2P . These two point sets are then used to 

estimate epipolar geometry with which correspondence can be refined. 

4.1   Directional Feature Constraint 

Given a point )(1 jp  in 1S , it is desired to find a match with a unique point in a 

point set 2s which is a subset of 2S : 

})(|)({2 22 Θ∈= kpkps                                       (13) 
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where Θ is the search area centered at )(1 jp . The feature arrays of the two points 

are described as follows: 

))(),(),...(),(()( 626112111 jjjjjf λλλλ=                         (14) 

and 

))(),(),...(),(()( 626112112 kkkkkf λλλλ ′′′′= .                       (15) 

    For convenience of description of matching, let 

}6,...,1|{1 =Λ= if i , ),( 21 iii λλ=Λ ,                               (16)                 

}6,...,1|{2 =Λ′= if i , ),( 21 iii λλ ′′=Λ′ .                               (17) 

On account that some rotation might lie between the two images; thus, it is neces-
sary to evaluate the similarity of the two feature arrays in three neighboring direc-
tions. The first correlation is computed for no rotation: 

                                       
=

Λ′ΛΔ=
6,..,1

1 ),(
i

iiζ                                                        (18) 

where ),( baΔ is the distance between vector a and b. 

The second correlation is computed for a clockwise rotation (45 degrees) between 
the two images: 

+Λ′ΛΔ+Λ′ΛΔ+Λ′ΛΔ= ),(),(),( 5312212ζ  

                                ),(),(),( 364564 Λ′ΛΔ+Λ′ΛΔ+Λ′ΛΔ .                          (19) 

    The first item means that 1I is analyzed at direction 1d  and 2I  is analyzed at direc-

tion 2d (as shown in Fig. 1).  The second item denotes that 1I is analyzed at direction  

2d and 2I  is analyzed at a direction opposite to 1d  whose eigen values are equiva-

lent to reverse of eigen values of 1d ; i.e. 

                                                        ),( 12 iii λλ ′′=Λ′ .                                              (20) 

The third correlation is computed for a counter-clockwise rotation: 

+Λ′ΛΔ+Λ′ΛΔ+Λ′ΛΔ+Λ′ΛΔ= ),(),(),(),( 546312213ζ  

),(),( 4635 Λ′ΛΔ+Λ′ΛΔ+  .                                                       (21) 

    The first item means that 2I  is analyzed at the direction opposite to 2d ; hence 

its corresponding eigen values is 2Λ′ . The minimum of the three distances is de-

termined as the distance between the two feature points )(1 jp and )(2 kp . By 

means of the above computation and comparison, )(1 jp can find its best match 

point in 2s .    
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    Therefore, two point sets 1P and 2P  can then be obtained. This is accomplished in the 

stage “Matching with Feature Constraint” as shown in Fig. 1. By means of RANSAC 

[10] algorithm on the point sets 1P  and 2P , a fundamental matrix 1F  can be estimated.  

    The pairing number of this subset must be at least eight pairs because computation 
of fundamental matrix needs at least 8 correspondence pairs. In conventional corner 
detection methods, RANSAC may not be employed in case of insufficient number of 
corners.  

4.2   F Constraint 

According to the principle of epipolar geometry, all points )(1 jP of 1P  and point 

)(2 jP  in 2P  must satisfy the formula 

                                                 0)()( 112 =jPFjP T                                         (22) 

where )(1 jP  and )(2 jP  are represented by homogeneous coordinate.  

    On considering that the selected point pairs by RANSAC can approximate the real 

epipolar geometry, all points pairs in 1P  and 2P  are all verified by using the funda-

mental matrix [11] 1F . Let  

)()()( 112 jPFjPj T=ρ .                                    (23)  

    If )( jρ is smaller than a threshold, the (j)th pair is approved; otherwise, the (j)th 

pair must be removed in order to avoid potential error of the epipolar geometry. 

4.3   Order Constraint  

All epipolar lines must appear in the same order both in image 1I and image 2I . For 

example, image 1I and 2I  have the point pair {1 2 3 4 5 6 7 8 9}. Each feature point 

and the epipole can construct an epipolar line. After sorting the slopes of all epipolar 
lines in descending order, the point pairs are listed in order as  

1P′ ={1 4 2 3 8 5 6 9 7}                                         (24) 

for 1I . Due to possible rotation, the sorted point pairs in 2I  may be listed as  

2P′ ={9 7 1 4 2 3 5 8 6}                                         (25) 

which is a shifted version of 1P′ .  

By shifting the sorted point set 2P′ , the best match can be found as illustrated in 

Fig. 3. In such a match, the pairs 5 and 8 do not appear in order, which will imply 
high possibility of erroneous correspondence. After removing the two outliers, the 

final point sets of correspondence for 1I and 2I  are 

 1Q ={1 4 2 3 6 9 7},                                        (26) 

and  

2Q ={9 7 1 4 2 3 6},                                       (27) 

respectively. 
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[1 4 2 3 8 5 6 9 7]

[9 7 1 4 2 3 5 8 6]

[1 4 2 3 8 5 6 9 7]

[9 7 1 4 2 3 5 8 6]
 

Fig. 3. Pairs 5 and 8 violates “order constraint” 

4.4   Epipolar Lines Constraint 

By means of the above three constraints, the correctness of the correspondence can 
be improved step by step. Based on the current estimated epipolar lines and pairs 
of correspondence, all paired feature points can be further refined by using the 
general epipolar line constraint: i.e. find the better matching along the epipolar 
lines instead of the conventional block search area. The related methods can be 
found in literatures. 

In the example of the case of this paper, for each feature point in 1Q , a better cor-

respondence in 2I can be found along the epipolar line of its correspondence point q 

in 2Q . 

5   Experimental Results 

Directional features are useful for those images, which have few corners. In this case, 
all useful features other than corners must be detected such that the number of feature 
points will be sufficient for seeking satisfactory correspondence.  

Fig. 4 (a) shows the detection results of 1I  by means of Harris corner detector. 

Each feature point is marked by a cross ‘+’. The number of the detected corners is 
insufficient to complete the whole procedure required for refining correspondence. 

Fig. 4(b) shows the features points of 1I  detected by means of the proposed “direc-

tional feature detection” method described in Sec. 2 (the first stage of Fig. 2). It is 
obvious that more feature points can be found when compared with corner detection. 
Therefore, more features can be employed to find robust correspondence in case of 

the scenes that have less corner features. Feature points of 1I  and 2I  is represented 

by 1S  and 2S as shown in Fig. 2, respectively.  

The proposed matching method (constraint 1: Directional Feature Constraint) 
outperforms conventional block matching method. In case of no noise corruption, 
block matching can detect 51 points in I1 and result in 32 correct correspon-
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dences. The correct ratio (CR) is 62.7%. The proposed constraint 1 can lead to CR 
= 76.2%. In case of Gaussian noises (0, 0.005), block matching can only obtain 
CR=18.8%; while the proposed constraint 1 can lead to CR=54.2%. In case of 
Gaussian noises (0.0, 0.01), the block matching can only obtain one correspon-
dence; however, the proposed “Directional Feature Constraint” can achieve 11 
correspondences. 

Fig. 5 shows the initial correspondence for 1I  (left) and 2I (right).  The point sets 

are represented by 1P and 2P , respectively.  

 

               Fig. 4. (a) Harris corners                  (b) Feature detected by proposed method 
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Fig. 5. Correspondence results using the “directional feature constraint” 

The correspondence sets 1P and 2P  are used for estimating epipolar geometry. By 

means of RANSAC algorithm, 17 pairs are selected to estimate the epipolar geome-
try. Fig. 6 shows the epipolar lines along each selected feature points. 

As shown in Fig. 2, the stage “Refine Correspondence by F constraint” will be 

used to refine the epipolar geometry (Fig. 6). All feature points in 1P  and 2P will be 

verified again by using the estimated fundamental matrix F1 that is obtained in the 
previous stage. 
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Fig. 6. Estimated epipolar geometry 

1

2

3 4

5

6

7

8

1

2

3 4

5

6

7

8

1

2

3 4

5

6

7

8

1

2

3 4

5

6

7

8

1

2

3 4

5

6

7

8

1

2

3 4

5

6

7

8

 

Fig. 7. Refined results by constraints 2 and 3 

Fig. 7 shows the epipolar lines of all corresponding points by using the constraints 
2 and 3. As shown in this figure, the correctness of correspondence and the number of 
correspondence are all satisfactory such that further refinement can be achieved along 
the epipolar lines. 

6   Conclusions 

An algorithm of directional feature point detection and correspondence is proposed 
in this paper. The features other than corners can be successfully found by means 
of the method. The correspondence is accomplished based on four constraints. The 
initial correspondence is established by using the first major constraint, which 
employs eigen values as feature vectors. The matching is useful for small amount 
of rotation between two images. Furthermore, three other constraints are used for 
refining the correspondence with improving epipolar geometry. As a result, out-
liers can be successfully removed and a satisfactory correspondence can then be 
obtained. 
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Abstract. Online 3D games require efficient and fast user interaction support 
over network, and the networking support is usually implemented using 
network game engine. The network game engine should minimize the network 
delay and mitigate the network traffic congestion. To minimize the network 
traffic between game users, a client-based prediction (dead reckoning 
algorithm) is used. Each game entity uses the algorithm to estimates its own 
movement (also other entities’ movement), and when the estimation error is 
over threshold, the entity sends the UPDATE (including position, velocity, etc) 
packet to other entities. As the estimation accuracy is increased, each entity can 
minimize the transmission of the UPDATE packet. To improve the prediction 
accuracy of dead reckoning algorithm, we propose the Kalman filter based dead 
reckoning approach. To show real demonstration, we use a popular network 
game (BZFlag), and improve the game optimized dead reckoning algorithm 
using Kalman filter. We improve the prediction accuracy and reduce the 
network traffic by 12 percents.   

1   Introduction 

Online 3D games require efficient user interaction support over network, and the 
networking support is usually implemented using network game engine. The network 
game engine should minimize the network delay and mitigate the network traffic 
congestion. To minimize the network traffic between networking game users, dead 
reckoning technique is used [1]. Each game entity uses the algorithm to estimates its 
movement and other entities’ movement, thereby, each entity can minimize the 
transmission of its information (position, velocity, etc) to other entities. R. Gossweiler 
and R. J. Laferriere introduced the dead reckoning algorithm for the multi-user game [2], 
and S. Aggarwal and H. Banavar proposed the use of globally synchronized clocks 
among the participating players and a time-stamp augmented dead reckoning vector that 
enables the receiver to render the entity accurately [3]. In addition, W. Cai and F. B.S. 
Lee proposed a multi-level threshold scheme that adaptively adjusted, based on the 
relative distance between entities to reduce the rate of transmitting UPDATE packets [4]. 

To improve the prediction accuracy of dead reckoning algorithm, we propose the 
Kalman filter based approach. We improve the dead reckoning of a popular 
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networking game (BZFlag) using Kalman filter, and showed that prediction accuracy 
is improved and network traffic minimized.  

In section 2, we review the networking techniques for 3D online Role Playing 
Game (RPG), for dead reckoning, and for Kalman filter. In Section 3, we propose a 
Kalman filter based dead reckoning algorithm. In Section 4, we apply our Kalman 
approach on BZFLAG games; show the experimental results with minimized 
UPDATE packets between game players. We conclude in section 5.  

2   Related Works 

RPG game players accomplish the given mission by co-operating other players in 
their game space. A game character grows by experience in RPG games. B. Trubshaw 
in England at 1980 introduced MUD (multi user dimension, multi user dungeon, or 
multi user dialog) game, which is the first online PRG game. MUD game is a genre 
that the multi-user plays the textual game by connecting with network. According to 
improve the graphic techniques, MUD game developed into MUG (multi user graphic 
or multi user game). Recently, 3D online RPG games called MMORPG (massively 
multiplayer online role-playing game) gets popular, and thousands of players or more 
players play the RPG game. In this section, we introduce the basic technique for 
network engine in online RPG game, dead reckoning algorithm, and Kalman filter.  

The networking server technique can be implemented using three methods: (1) 
peer to peer, (2) client server architecture, and (3) distributed server architecture. In 
peer to peer, each game player transmits the occurred information to each other. It is  
 

 

 

Fig. 1. Server architecture: (a) peer to peer, (b) client server architecture, (c) load distribution 
method, (d) map server method 
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suitable for the small-scale games like Starcraft. In client server (CS) architecture, the 
server collects all of the data from the clients, stores the changes in some data, and then 
sends the results to each participating client. For large-scale games, we need distributed 
server architecture as shown in Figure 1. To distribute server, we can use load 
distribution method or map server method. In the load distribution, the client connects 
with each server, but the main server operates the game logic. The on-line game should 
minimize (1) network bandwidth and (2) network delay. The bandwidth represent the 
game’s scalability and the delay represent the game’s responding ability. If many 
players connect the server, then the network traffic increases. As the result, the network 
delay increases. There is a dead reckoning (DR) technique to reduce the network traffic. 

Fig. 2. Dead reckoning algorithm snapshot: (a) next Player(s) In, (b) ship position on different 
screens, (c) ship position after UPDATE [2] 

2.1   Reviews on Dead Reckoning Algorithms 

Since on-line game entities are physically distributed, updating states (e.g. each game 
players’ position, etc) of the game entities may generate a large amount of 
communication and thus saturate network bandwidth. Figure 2 provides snapshots as 
the game progresses. Players enter the game, participate in the game and leave the 
game. When the first player enters the game, it creates a ship. Since there are no other 
players, there are no “ghost” ships for this player. When the next player (and all 
players thereafter enter the game), it informing the other players of its birth in Figure 
2(a). With several players in the game, Figure 2(b) shows how different players’ 
screens appear when a ship moves. When a player moves its own ship, if the 
movement does not deviate much from the dead reckoning, then we do not send any 
messages. The ship still moves on all screens as the result of the dead reckoning 
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algorithm. If the ship does deviate significantly from the dead reckoning path like 
Figure 2(c), then the player informs all of the other players to update their ghost ships 
with the new correct ship position and velocity [2]. 

To reduce the amount of communication, DR technique was developed [4]. One of 
the important aspects in on-line games is the ability of each game player to represent 
accurately in real-time the state of all game entities, including both local and remote, 
participating in the same game. To reduce the number of state UPDATE packets, the 
DR technique is used. In addition to the high fidelity model that maintains the 
accurate position about its own game entities, each game entity also has a dead 
reckoning model that estimates the position of all game entities (both local and 
remote). Therefore, instead of transmitting state UPDATE packets, the estimated 
position of a remote game entity can be readily available through a simple and 
localized computation [4]. The game entity compares real position with DR position. 
If the difference between real position and DR position is greater than a threshold, the 
game entity informs others remote entities to update their ghost objects’ position [2]. 
Following program is a pseudo code for the dead reckoning algorithm.  

Algorithm : Dead Reckoning 

for every received packet of remote entity do  
  switch received packet type { 
    case UPDATE 
      fix ghost position of remote entity 
      break; 
    case PLAYER_QUITING 
      remove remote entity 
      break; 
  } 
 
[Extrapolation] Extrapolate all ghost position based on 
the past state information; 
 
if (local entity’s true position - local entity’s 
extrapolated position) > Threshold { 
  Broadcast an UPDATE packet to the group 
} 
Draw all ghost 

2.2   Kalman Filter 

A Kalman filter is a recursive procedure to estimate the states sk of a discrete-time 
controlled process governed by the linear stochastic difference equation, from a set of 
measured observations tk. The mathematical model is  in (1) and (2). 

11 −− += kkk wAss  (1) 

kkk rHst +=  (2) 
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The NxN matrix A represents an state transition matrix, wk is an Nx1 process noise 

vector with N(0, 
2
wσ ), tk is Mx1 measurement vector, H is MxM measurement matrix, 

and rk is Mx1 measurement noise vector with N(0, 
2
rσ ). To estimate the process, 

Kalman filter uses a form of feedback control as shown in Figure 3 [5]. We define  
−
kŝ  , kŝ  , 

−
kp  and kp  as the priori state estimate, posteriori state estimate, priori 

estimate error covariance, and posteriori estimate error covariance, respectively. K  
is the Kalman gain. 

 

 

Fig. 3. Kalman filter cycle [5] 

3   Kalman Filter Based Dead Reckoning Algorithm 

In a distributed multi-player game, players are geographically distributed. In such 
games, the players are part of the game and in addition, they may control entities that 
make up the game. During the course of the game, the players and the entities move 
within the game space. A technique referred to as dead reckoning (DR) is commonly 
used to exchange information about player/entity movement among the players [6, 7, 
8]. Each game entity sends information about its movement as well as the movement 
of the entities it controls to the other players using a dead reckoning vector (DRV). A 
DRV typically contains information about the current position of the entity in terms of 
x, y and z coordinates (at the time the DRV sent) as well as the trajectory of the entity 
in terms of the velocity component in each of the dimensions [3].  

In this paper, we present a Kalman filter based dead reckoning. To evaluate our 
scheme, we used simple dead reckoning scenarios (scheme 1) and optimized dead 
reckoning algorithm for game logic (scheme 3) for comparison. For scheme 1 and 
scheme 3, we use Kalman filter approach (scheme 2 and scheme 4) to improve the 
prediction performance of scheme 1 and scheme 3 as shown in Figure 4. As shown 
in Figure 4, scheme 1 and scheme 2 use DRV, which includes only position and 
velocity information of each game entity. The details of scheme 1 and scheme 2 are 
as follows. 
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Scheme 1: Scheme 2: 

 

Scheme 3: 

 

Scheme 4: 

 

Fig. 4. Kalman filter approach for dead reckoning algorithm 

Scheme 1: We compute the extrapolated position using last position, last velocity, 
and time step as follows. We performed the extrapolation until the difference between 
the extrapolated position and the true position is under threshold.  

extrapolated position = last position + last velocity * 
time step; 

Scheme 2: Scheme 2 uses Kalman filter after computing the extrapolated position 
as scheme 1. We performed the extrapolation until the difference between the 
extrapolated position and the true position is under threshold. 

extrapolated position = Kalman Filter (last position + 
last velocity * time step); 

In scheme 3 and scheme 4, we added the angle which is a direction of game entity 
for prediction improvements, and the DRV is (x, y, z, vx, vy, vz, angle, t). Scheme 3 
is real dead reckoning algorithm, which optimizes BZFlag game logic. The details of 
scheme 3 and scheme 4 are as follows.  
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Scheme 3: To get a new extrapolated position, the scheme uses two equations 
depending on the game entity’s motion type as follows. We performed the 
extrapolation until the difference between the extrapolated position and the true 
position is under threshold. 

if (linear motion) { 
  extrapolated position = last position + last velocity 
* time step; 
} else { 
  extrapolated position = BZFlag function(angle); 
} 

Scheme 4: Scheme 4 adds Kalman filter after computing the extraploated (position, 
velocity, and angle) as scheme 3. We present the modified non-linear motion’s dead 
reckoning algorithm as follows. 

 

float speed = (vx * cosf(angle)) + (vy * sin(angle)); 
// speed relative to the tank's direction 
radius = (speed / angular_velocity); 
 
float inputTurnCenter[2]; // tank turn center 
float inputTurnVector[2]; // tank turn vector 
inputTurnVector[0] = +sin(last_angle) * radius; 
inputTurnVector[1] = -cos(last_angle) * radius; 
inputTurnCenter[0] = last_position-inputTurnVector[0]; 
inputTurnCenter[1] = last_position-inputTurnVector[1]; 

// compute new extrapolated angle using Kalman filter 
float angle = Kalman (time step * angular_velocity); 
float cos_val = cosf(angle); 
float sin_val = sinf(angle); 
 
// compute new extrapolated position 
const float* tc = inputTurnCenter; 
const float* tv = inputTurnVector; 
new_x = tc[0]+((tv[0] * cos_val) - (tv[1] * sin_val)); 
new_y = tc[1]+((tv[1] * cos_val) + (tv[0] * sin_val)); 
new_z = last_position + (vz * time step); 
 
// compute new extrapolated velocity 
float vx = Kalman ((vx * cos_val) - (vy * sin_val)); 
float vy = Kalman ((vy * cos_val) + (vx * sin_val)); 
float vz = Kalman (vz); 

4   Experimental Results with BZFlag Games 

To demonstrate the real experimental results of our proposed dead reckoning 
algorithm, we use the popular network game BZFlag. BZFlag (Battle Zone Flag) as 
shown in Figure 5 is a first-person shooter game where the players in teams drive 
tanks and move within a battlefield. The aim of the players is to navigate  and  capture 
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Fig. 5. BZFlag game [9] 

 

Fig. 6. Comparison of prediction accuracy for 8301 time step duration 

flags belonging to the other team and bring them back to their own area. The players 
shoot each other’s tanks using “shooting bullets” The movements of the tanks 
(players) as well as that of the shots (entities) exchanged among the players using DR 
vectors [3, 9]. 

For our experimentation, we gathered the dead reckoning packets, and each packet 
is composed of the position and velocity vales while real game users play BZFlag. We 
used 8301 samples for our experimentation, and set the threshold to 0.09. We 
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compared the number of DRV packet transmission and the average prediction error E 
as shown in (3). In the equation, (x, y, z) represent the true position, (newx, newy, 
newz) represent the extrapolated position, and (n) represent the number of data. 

n

newzznewyynewxx

E

n

i
iiiiii

=

=
−+−+−

=

8301

1

222 )()()(
  (3) 

(a)  

(b)  

Fig. 7. Error in X prediction: (a) errors in X direction,  (b) enlarged for box in (a) 

Table 1 shows the experimental result. It shows that the number of DRV 
transmission of scheme 2 and scheme 4 (use of Kalman prediction) is smaller than 
that of scheme 1 and scheme 3 (no use of Kalman prediction), respectively.  
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Table 1. Comparision of DRV packet transmissions and prediction error E  

 Scheme 1 Scheme 2 Scheme 3 Scheme 4 
# of DRV 

transmission 
4657 3965 703 611 

E 4.511 2.563 0.4745 0.4048 

(a)  

(b)  

Fig. 8. Error in Y prediction: (a) errors in Y direction, (b) enlarged for box in (a) 
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Usually, network games use their own optimization for increased performance. 
BZFlag game also uses the game optimized dead reckoning algorithm, which means 
that it considers the two more vectors (orientation and angle) to predict the position 
more accurately. Scheme 3 improves the simple dead reckoning approaches: scheme 
1 and scheme 2. In scheme 4, we used Kalman filter prediction on velocity and angle. 
Figure 6 compares the scheme 3 and scheme 4 over 8000 time steps. For better 
comparison, we computed moving average for each 20 samples. The dotted line and 
the solid line show the result of scheme 3 and scheme 4, respectively.  

Figure 7 and Figure 8 show the prediction errors in X and Y direction, respectively. 
Scheme 3, which uses BZFlag game optimized logic, shows fluctuations, and when 
the prediction error is over than 0.9, the BZFlag clients should send dead reckoning 
packets. Minimizing dead reckoning packets also minimized network latency and the 
game responses time. Figure 7 (a) and Figure 8 (a) show the overall prediction errors, 
and Figure 7 (b) and Figure 8 (b) show the detailed view on the prediction errors. 
Even in the detailed view, the prediction errors of scheme 4 are smaller than the 
prediction errors of scheme 3.  

5   Conclusions 

In this paper, we propose the Kalman filter approach to improve the dead reckoning 
algorithm for distributed multi-player games. Our scheme improves the accuracy of 
dead reckoning prediction, and minimizes the network traffic among the game 
players. For real demonstration of our scheme, we experimented with a popular on-
line game BZFlag, and compared our scheme with the state-of-the-art dead reckoning 
algorithm optimized for game logic. Out Kalman filter based dead reckoning scheme 
reduces more than 10% of network traffic over game optimized dead reckoning 
algorithms. 
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Abstract. In this paper, we propose an infrared LED tracking system called 
IRED Gun, which is designed for the game gun interface. The conventional sys-
tems are practically restricted by physical environment and have a lot of prob-
lems. We suggest the IRED Gun system to solve these problems. Unlike con-
ventional systems, our tracking system uses three infrared LED lights attached 
on a monitor, and enables a user to interact with a game. In addition, our system 
calibrates reliable aim coordinates along the target position of a user by an error 
correction method based on an aim correction model. Therefore, our infrared 
LED tracking method allows users freely move in front of a monitor. 

1   Introduction 

A game gun is a control device for arcade and video games. The game gun is typically 
modeled on a ballistic weapon (usually a pistol or bazooka) and is used for targeting 
objects on a video screen. The two routes to conventional gun control are light guns 
and positional guns. Light guns are the most common for video game systems of any 
type. They work optically with screen and do not keep track of location on the screen 
until the gun is fired. When the gun is fired, the screen blanks for a moment, and the 
optics in the gun register where on the screen the gun is aimed. That information is 
sent to the computer, which registers the shot. Fig. 1 shows technique of light guns. 
Positional guns are mounted stationary on the arcade cabinet with the ability to aim 
left/right and up/down. They function much like joysticks, which maintain a known 
location on screen at all times and register the current location when fired. These two 
routes to gun control are practically restricted by physical environment and have a lot 
of problems. For example, a light gun designed for a VGA CRT monitor cannot be 
used with a LCD monitor or TV, and a TV-based light gun cannot be used with a non-
TV monitor. There is no positional gun for PC on the market. The only way to go this 
route is to convert an arcade positional gun for use with cabinet [1].  

To solve these problems, a new control method out of the conventional methods is 
needed. In this paper, we propose a new gun system called IRED Gun which uses 
infrared LED tracking in order to implement game interface (see Fig. 2). Beside, our 
system calibrates reliable coordinates by solving errors according to the changes of 
user’s aim position (a distance and an angle). 
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Fig. 1. Two versions of light gun technique. (a) First detection method. (b) Second detection 
method. 

 

Fig. 2. The infrared LED tracking system IRED Gun 

2   Detection of Aim Position 

The developed infrared LED tracking system, IRED Gun, detects aim position by two 
processes. First, the center position of infrared LED region is detected from the  
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captured image. Second, the accurate aim position is computed according to the posi-
tion of a user based on an aim correction model. Fig. 3-(a) shows the entire structure 
of infrared LED tracking system. When a user using the camera aims a neighborhood 
infrared LED attached on monitor, the system calculates the aim position and converts 
the calculated aim position with the coordinate value corresponded to ICS (Image 
Coordinate System).  

 

Fig. 3. (a) The infrared LED tracking system IRED Gun. (b) Captured image of the infrared 
LED. (c) The histogram of the captured image. (d) The region segmentation by region growing 
algorithm. (e) Extracted center points of each LED region. 

Fig. 3-(b) is an infrared LED image captured by a CMOS camera. For the reflection 
of a camera lens and influence of surrounding illumination, low chroma level regions 
are included in image [2, 3]. Therefore, the exact infrared LED lights in the image are 
extracted through the following step-by-step image processing. 

Step 1.   Binarize an infrared LED image 

Since infrared filter is attached in front of camera, the captured infrared LED light and 
background in the image have the contrast of very high brightness. Therefore, even 
though the suitable threshold value is set up with a constant threshold, we can get 
sufficiently accurate segment result. However, if the size of infrared LED light which 
influenced by environment of neighborhood illumination is small size segmented and 
the position of camera is changed according to user’s position (distance or angle), the 
instable coordinate value will be calculated. Therefore, to make segmentation more 
robust, the threshold should be automatically selected by the system [4]. Hence, we 
have to calculate the accurate threshold value by referring the histogram of input 
image as shown in Fig. 3-(c) using the P-tile method [5]. Given a histogram and the 
percentage of black pixels desired, determine the number of black pixels by multiply-
ing the percentage by the total number of pixels. Then simply count the pixels in 
histogram bins, starting at bin 0, until the count is greater than or equal to the desired 
number of black pixels. The threshold is the grey level associated with last bin 
counted. 
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Step 2.   Label the regions form the binarized image 

Segment each infrared LED regions from the binarization image using the region 
growing algorithm of Eq. (1) (see Fig. 3-(d)) [6]. 

                       ( ) { }( ) ,,...2,1, Nifor
otherwiseFALSE

TxifTRUE
xRP k

i =
>

=U                       (1) 

where p is a logical predicate of the form ),,( TxRp , ( k ) is each stage, x is a fea-

ture vector associated with an image pixel, and T  is a threshold. Each region R is 
segmented by using the region growing algorithm. 

Step 3.   Evaluate the infrared LED region by geometric property 

The verification for the geometric circularity of extracted LED region enables us 
to decide whether exterior form is circle or not. In case of an ideal circle, since 
the radius from region center position to outside boundary is constant, the vari-
ance value of radius is almost zero. But the variance value of radius of fluorescent 
lamp is not usually zero, since the radius is not constant. The regions of big vari-
ance values are eliminated by checking geometric circularity of infrared LED 
region. 

Step 4.   Extract the center positions of infrared LED regions 

Finally, calculate the center position by using the image coordinates of height and 
width composition pixel of each labeled infrared LED region (see Fig. 3-(e)) [7, 8]. 

3   Correct the Error of Aim Coordinates 

The IRED Gun using the calculated center position of infrared LED region directly to 
use the aim coordinate value. However, due to the distortion of camera lens by the 
variety of user’s aim position, its aim coordinate value is include error values [9]. For 
example, when a user in front aims the center point p of infrared LED board on the 

WCS (World Coordinate System) in Fig. 4, the coordinate value Q  is correspondent 

with that on ICS. But when the distance and the angle is changed, if a user aims point 
'p  (same as p ), the coordinate value 'Q  is correspondent with that on ICS. There-

fore, the correction for the coordinate value of aim position is needed. We propose the 
aim correction model for this purpose. 

From the step 4, calculated aim coordinate value is corrected based on an aim cor-
rection model. Fig. 4 is overview the aim correction model. 

However, before correction process, as depicted in the right figure of Fig. 4, the 
position of infrared LED is rotated by θ± in ICS if an aim position of a camera in 
CCS (Camera Coordinate System) turns to the right side or the left side  
(Eq. 2) [10, 11]. 
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Fig. 4. The aim correction model to correct the error of aim coordinates due to the position of a 
user 
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where  orgx , orgy  is coordinates value of left/right LED region before a rotation, 

newx , newy  is coordinates value of left/right LED region after a rotation, yx cc , is 

coordinates value of middle LED region. 
In this paper, to find the range of mean error values, we measured the coordinate 

value of the aim position with the aim point as the point p  of WCS for each range (a 

distance 300  ~ 1000 , an angle 30° ~ 60°) in as shown in Fig. 4. As shown in 
Fig. 5-(a) and (b), user’s distance is getting closer to the monitor, the mean error value 
by user’s position becomes increased within the area of left/right 30  but it regularizes 
regardless of user’s distance from left/right 30  to left/right 45 . Also, user’s distance 
is getting further, it becomes decreased from left/right 45 to left/right 60 . That 
results from error value due to the change for the total length of infrared LED (inter-
val from left LED to right LED) according to user’s distance and angle as shown in 
Fig. 5-(c) and (d).  

In this paper, we present distance estimation model table (see Table.1) and error 
correction table (see Table. 2) based on aim correction model with measured data. 
The error value from each range is corrected by linear approximation by use of these 
tables.  

Here, we describe a method to correct the error value based on the aim correction 
model. There are three steps to correct the error value.  

Step 1.   Calculate the distance between infrared LED on the monitor and a user 

The 'Z  (distance between infrared LED on the monitor and a user) is determined. 
Given the total length of infrared LED 

rl LL  (interval from left LED to right LED), 
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measured average LED interval length '' RL LL  based on real distance β  in the Table. 

1 is calculated by Eq. (3).  

,'',10)/)''((' RLRLRLRL LLLLifLLLLZ ⊂×−+= γβ  (3) 

where γ is pixel spacing value this of ICS per 10  in the β range section that is a 

camera and a distance of infrared LED in actual WCS. 

Step 2.   Calculate the aim angle of a user 

If the infrared LED interval ratio
CRCL LLLL :  from the center to the left LED and 

right LED is non-uniform, it denotes that the angle of a user is varied. Thus, the cor-
rection of aim coordinate value is needed and the angle (θ ) should be calculated by 
Eq. (4).  

,,
'

100
10sin CRCL

RL

LLLLif
LLZ

d ≠
×

××≈θ  (4) 

where d distance between the aim positions is coordinates value and the middle coor-
dinates value of ICS. 

 

Fig. 5. Measured average error value and LED interval length. (a) Average error value by dis-
tance base on an angle. (b) Average error value by angle base on a distance. (c) Average LED 
interval by distance base on an angle. (d) Average LED interval by angle base on a distance.  
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Step 3.   Calculate the correction value 

Calculate ω  value which will be corrected when θ  is included in the range normal-
ized by Table. 2. And as, presented in Eq. (5), correct the error value of user’s aim 
coordinate in the range. 

( ) °<<°−= Τ 6030,0,'' θω ifQQ  (5) 

4   Experimental Results 

The infrared LED tracking system was controlled by a Pentium IV 2.66 GHz standard 
PC. The image sequences were acquired using a commercial USB camera that had 24 
bit RGB or 12 bit YUV2 colors and a 240320×  resolution with 30 fps (frames per 
seconds). Infrared filter was attached on the lens of camera. Three infrared LED 
(SI5313-H) with 6  diameter are arranged on LED board with 45  interval and 
attached to LED board on a 17 inch LCD monitor. 

We conduct experiments to evaluate the accuracy of the infrared tracking system. 
In the experiments, LED regions apart from standard positions (distance 300  ~ 
1000 , and angle 30° ~ 60°) were eliminated from relevant range because the geo-
metrical distribution was too large or too small. Beside, the 100 in the point where 
distance between camera and infrared LED is about 384  in the WCS is projected as 
100 pixel. With this fact, we presented distance estimation table (Table. 1) and error 
correction table (Table. 2) on data measured with each interval. 

The binarization of an infrared LED image process is shown in Fig. 6. On a sample 
of infrared LED images, the percentage of black pixels varied from 13.72% to 
25.09%, with the smaller percentage being due to the existence of some equations on 
that image. Therefore, a threshold that would cause about 25% of the pixels to be 
black could be applied to this sort of image with the expectation of reasonable suc-
cess. Threshold value on the experiment is decided between 58 and 64. 

Table 1. Distance Estimation Table( 'Z ) 

'' RL LL  β mm γ pixel / 10mm '' RL LL  β mm γ pixel / 10mm 

128 ~ 96 300 ~ 400 3.2 54 ~ 49 700 ~ 800 0.6 
95 ~ 79 400 ~ 500 1.7 48 ~ 43 800 ~ 900 0.6 
78 ~ 62 500 ~ 600 1.7 42 ~ 38 900 ~ 1000 0.5 
61 ~ 55 600 ~ 700 0.7    

Table 2. Error Correction Table  

θ  Correction pixel range (pixel) ω  

0.2 ~ 0.9 8 ~ 32 θ / 0.029 
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Fig. 6. The left areas in the histogram represent p percent of the image area. The threshold is 
selected so that p percent of histogram is assigned to the object. 

 

 

Fig. 7. The dimension and variance of infrared LED regions before filtering 
 



696 S. Baek et al. 

In evaluate the infrared LED region by geometric property process, the dimen-
sion and variance of infrared LED regions before filtering is shown Fig. 7. The 
regions are too small or large dimension and variance value. After filtering, the 
extracted region is too small or large (the pixels of the region are 18 or over 50) 
was excluded, the value of circular variance filter is given as 0.3. Therefore, the 
fluorescent lamp light by reflection of camera lens and the noise region by sur-
rounding illumination were removed by filtering since they have big circular 
variance value and they don’t meet the need of the condition for circularity (see 
Fig. 8). 

 

 

Fig. 8. The dimension and variance of infrared LED regions after filtering 

In the correct the error of aim coordinates process, our system corrects errors of 
aim coordinates by a user position on average 8 ~ 32 (see Fig. 9).  

Fig. 10 describes for each final position where error values according to the posi-
tion of a user were corrected after being calculated the position of each LED region 
from infrared LED image. 

 



 IRED Gun: Infrared LED Tracking System for Game Interface 697 

We tested this system under worst case conditions, by points on a horizontal or a 

vertical line and obtaining the corresponding xs  horizontal or ys  vertical coordi-

nates. In the experiment results, our system as shown in Fig. 11, the linearity is 
acceptable. Therefore, IRED Gun is enough for accurate aim detection, and linearity 
of the system is good. In addition, the system works on the interface of games per-
formance of over 30 fps. 

 

Fig. 9. The correction of aim coordinates errors according to the position of a user. (a) Aim 
coordinates errors by distance based on angle after correction. (b) Aim coordinates errors by 
angle based on distance after correction. 

 

Fig. 10. Coordinates value measurement along a camera position. (a) Top. (b) Bottom. (c) 
Middle. (d) Left. (d) Right. 
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Fig. 11. The linearity of the horizontal and vertical aiming line 

5   Conclusions 

A real-time infrared LED tracking system was proposed for the game gun inter-
face. The most considerable point is that the tracking method makes allows 
users freely move in front of a monitor. The new gun system IRED Gun uses a 
robust infrared LED image detection technique and an accurate aim coordinate 
value computation method based on an aim correction model. Therefore, our 
system enables a user move freely in a game environment. In addition, since the 
system is operated on personal computer, it is enough without additional hard-
ware cost.  
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Abstract. This paper is about a method to improve our everyday telephone which 
takes a big part of our daily life by making better changes in telephone ability. This 
paper is about a method to improve our everyday telephone which takes a big part 
of our daily life by making better changes in telephone ability. There are times 
when the receivers get displeased by hearing callers• usage of abusive language, 
dialect and impatient voices. Times like this soft-sound phone is necessary, if the 
receiver press the soft-sound key bottom which is attached to the phone, the re-
ceiver would be able to hear soft voice with in the range of the caller’s voice. Soft-
sound phone analysis the caller’s voice through the phone and keep the meaning of 
the conversation and adjust the accent which indicates the caller’s personality so 
the caller’s voice sounds soft and generous as if the voice tone is not over the spe-
cific limit. Consequently, it is affective to change a blunt society to bright and 
calmed better telephonic mannered society.  

1   Introduction 

Speech synthesis, automatic generation of speech waveforms, has been under devel-
opment for several decades[11]. Recent progress in speech synthesis has produced 
synthesizers with very high intelligibility but the sound quality and naturalness still 
remain a major problem. This paper is a new communication method to make better 
changes classifying utterance conversion technique in speech communication or audio 
signal process, using tele-communication networks like cell-phone, common tele-
phone and internet. Such methods of communication, has disadvantage where, feel-
ings or voice tones resulted from it of a person carried through and characteristic 
passes on to the receiver and may feel the unpleasantness and lot of stress.  
    Therefore, this paper is there to improve disadvantages like this. so we suggest a 
new communication method, soft-sound without strong intonation, by applying digital 
utterance process technique to the caller's voice. Human voice made when air from 
lungs vibrates the vocal cords and when this vibration comes out of the vocal cords, 
resonant occurs. Vibration of the vocal cords periodicity or utterance habit shows the 
speakers personality, resonant of voice level is often appear phoneme information to 
pass on the meaning of the message. Like this, resonant characteristics of vocal track 
which shows the meaning of message is preserved and show speakers personality as it 
is and adjusting necessary information of the intonation, apply the principal of tele-
communication makes voice sound soft and friendly. 
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2   Speech Synthesis 

2.1   Voice Conversion 

Voice conversion technology enables a user to transform one person's speech pattern 
into another pattern with distinct characteristics, giving it a new identity, while pre-
serving the original meaning. Voice conversion is a fertile field for speech research as 
the problems of concern are related to almost all of the primary topics in speech  
processing. First, the analysis stage of voice conversion is related to developing ap-
propriate models that capture speaker specific information and estimating the model 
parameters which are closely related to acoustical modeling, speech coding, and 
psychoacoustics. Next, the relation between the source and target models must be 
determined and generalized to unobserved data. The learning and generalization proc-
esses relate voice conversion with speech/pattern recognition, and machine learning.  

 

Fig. 1. General framework for voice conversion 

Finally, convenient methods must be employed for processing the source signal 
with minimized distortion and maximized resemblence of the output to the target 
speaker. These methods are also addressed in speech synthesis and coding applica-
tions. Robustness is perhaps the most important point of concern in voice conversion 
as the aim is to develop methods that perform well for a wide variety of source-target 
speaker pairs[12]. Voice conversion systems typically use features that correlate with 
the aspects of the vocal system that are critical to voice quality. In order to modify the 
voice, some method of analysis and synthesis is required. First, the analysis portion 
provides an alternative presentation of the acoustic waveform. And second, once this 
analysis has been performed, the parameters can be used to synthesize a new wave-
form. Altering the parameters and then listening to the synthesized results allows one 
to correlate specific physical characteristics with changes in voice color. These pa-
rameters are modified using various mapping techniques, which modify the spectral 
excitation and filter response as well as the prosody characteristics of the speech sig-
nal[3]. It is hard to determine an optimal method for voice conversion that can 
achieve success for all possible speaker characteristics and combinations. A general 
framework for voice conversion with basic building blocks is shown in Figure 1. 
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2.2   Techniques 

Recent progress in speech synthesis has produced synthesizers with very high intelli-
gibility but the sound quality and naturalness still remain a major problem. However, 
the quality of present products has reached an adequate level for several applications, 
such as multimedia and telecommunications. Synthesized speech can be produced by 
several different methods.  
   First, Articulatory synthesis tries to model the human vocal organs as perfectly as 
possible, so it is potentially the most satisfying method to produce high-quality syn-
thetic speech. On the other hand, it is also one of the most difficult methods to im-
plement and the computational load is also considerably higher than with other com-
mon methods. Thus, it has received less attention than other synthesis methods and 
has not yet achieved the same level of success. Advantages of articulatory synthesis 
are that the vocal tract models allow accurate modeling of transients due to abrupt 
area changes, whereas formant synthesis models only spectral behavior. The articula-
tory synthesis is quite rarely used in present systems, but since the analysis methods 
are developing fast and the computational resources are increasing rapidly, it might be 
a potential synthesis method in the future[6][11].  
    Another widely used method to produce synthetic speech is formant synthesis 
which is based on the source-filter-model of speech production. The excitation is then 
gained and filtered with a vocal tract filter which is constructed of resonators similar 
to the formants of natural speech. Formant synthesis also provides infinite number of 
sounds which makes it more flexible than for example concatenation methods. The 
last, Concatenative synthesis, which uses different length prerecorded samples de-
rived from natural speech. Connecting prerecorded natural utterances is probably the 
easiest way to produce intelligible and natural sounding synthetic speech[7]. One of 
the most important aspects in concatenative synthesis is to find correct unit length. 
The selection is usually a trade-off between longer and shorter units. With longer 
units high naturalness, less concatenation points and good control of coarticulation are 
achieved, but the amount of required units and memory is increased. With shorter 
units, less memory is needed, but the sample collecting and labeling procedures be-
come more difficult and complex.  
    In present systems units used are usually words, syllables, demisyllables, pho-
nemes, diphones, and sometimes even triphones. However, concatenative synthesizers 
are usually limited to one speaker and one voice and usually require more memory 
capacity than other method[8]. In conclusion, the formant and concatenative methods 
are the most commonly used in present synthesis systems. The formant synthesis was 
dominant for long time, but today the concatenative method is becoming more and 
more popular. The articulatory method is still too complicated for high quality im-
plementations, but may arise as a potential  method in the future[11]. 

2.3   Prosody 

Finding correct intonation, stress, and duration from written text is probably the most 
challenging problem for years to come. These features together are called prosodic or 
suprasegmental features and may be considered as the melody, rhythm, and emphasis 
of the speech at the perceptual level. The intonation means how the pitch pattern or 
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fundamental frequency changes during speech. The prosody of continuous speech 
depends on many separate aspects, such as the meaning of the sentence and the 
speaker characteristics and emotions[11]. Prosodic features consist of pitch, duration, 
and stress over the time. With good controlling of these gender, age, emotions, and 
other features in speech can be well modeled. However, almost everything seems to 
have effect on prosodic features of natural speech which makes accurate modeling 
very difficult.  
    The pitch or fundamental frequency over an intonation in natural speech is a com-
bination of many factors. The pitch contour is affected by gender, physical and emo-
tional state, and attitude of the speaker. Also the duration or time characteristics can 
also be investigated at several levels from phoneme durations to sentence level tim-
ing, speaking rate, and rhythm. With some methods to control duration or pitch, such 
as the PSOLA methods[4], the manipulation of one feature affects to another. To-
gether the intensity of a voiced sound goes up in proportion to fundamental fre-
quency. The speaker's feelings and emotional state affect speech in many ways and 
the proper implementation of these features in synthesized speech may increase the 
quality considerably. Prosodic components is shown in Figure 2. 

 

 

Fig. 2. Prosody 

3   Hardware Equipments Organization 

Figure 3 represents the equipment that receives the analog-shaped voice signal from 
microphone, and it changes pitch and synthesis voices. The voices that recorded as 
shape of analog is amplified at an amplifier, and going through the Low Pass Filter to 
remove aliasing effect. Also it passes through analog-digital converter to achieve 
quantization and coding, then the voices changed into PCM shaped digital signal. Last 
process is occurred in software or firmware at CPU or DSP. 

During digital treatment process, the computer manager could use the other equip-
ment that constructed outside, and it could use outside memory to save management 
result or input digital signal. The multiple voice synthesized digital signal by altering 
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pitch software in CPU would be converted into analog shaped signal which is sam-
pled. If you pass this signal through Low Pass Filter, it would be the analog signal 
without quantization noises. Also if you amplify that signal with right rates, it would 
be analog signal that could be listened through speaker[9][10].  

 

Fig. 3. Organization of multiple-speech synthesizer hardware 

4   Procedure 

4.1   POSOLA Algorithm 

The PSOLA(Pitch Synchronous Overlap Add) method was originally developed at 
France Telecom(CNET). It is actually not a synthesis method itself but allows 
prerecorded speech samples smoothly concatenated and provides good controlling 
for pitch and duration[7]. There are several versions of the PSOLA algorithm and 
all of them work in essence the same way. Time-domain version, TD-PSOLA, is 
the most commonly used due to its computational efficiency. In time scale modifi-
cation, We know from the properties of the Fourier Transform that expanding the 
time scale of a signal causes a compression in the frequency domain so the output 
is a pitch scale compressed version of  the original signal. On the other hand, when 
the time scale is compressed -i.e. when the signal is played back faster, the pitch 
will be higher.  
    The aim of time scale modification is to prevent these inherent modifications in 
the signal spectrum while modifying the time axis and obtain an output that has 
similar spectra as the original signal. Frequency is achieved by changing the time 
intervals between pitch markers. The modification of duration is achieved by either 
repeating or omitting speech segments. In principle, modification of fundamental 
frequency also implies a modification of duration. In pitch modification, the aim is 
to modify the short-time spectral content of the signal without modifying its tempo-
ral characteristics. The spectral envelope must also remain constant but rather the 
locations of the pitch harmonics must be modified because modifying the vocal 
tract will severely effect the perceived speaker identity[12]. It is also clear that pitch 
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scale modification  results in the modificiation of the time-scale. Since this is not 
desired, compensating time-scale modification must be employed. In synthesis by 
overlap-add, the output signal is constructed using overlap-add method with  
windowing.  
    The second method to be considered for prosodic modifications is FD-PSOLA that 
operates in the frequency domain. FD-PSOLA and the Linear-Predictive PSOLA(LP-
PSOLA), are theoretically more appropriate approaches for pitch-scale modifications 
because they provide independent control over the spectral envelope of the synthesis 
signal[1]. FD-PSOLA is used only for pitch-scale modifications and LP-PSOLA is 
used with residual excited vocoders. Some drawbacks with PSOLA method exists. 
The pitch can be determined only for voiced sounds and applied to unvoiced signal 
parts it might generate a tonal noise[11].The POSOLA algorithm shows in Equation 
4.1 and Figure 4. 

 
 
 
 
 

(4.1) 
 
 
 
 
 

 

Fig. 4. PSOLA algorithm 

4.1.1   TD-PSOLA Algorithm 
TD-PSOLA is a simple and effective method for performing prosodic modifications 
on speech signals. It is well suited for real-time applications. The idea is to process 
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the speech signal on a short-time basis where the segments are obtained pitch syn-
chronously. These segments are concatenated in an appropriate manner to obtain the 
desired modification. Time and pitch scale modifications are performed as described 
in Figure 5 and Figure 6. The overall process is as follows: 

• The start and end instants of pitch periods over the voiced regions are de-
termined by pitch marking. The algorithm described in (Gold and Rabiner, 
1969) can be used. Pitch detection methods are not suitable for this purpose 
as the exact instants where the pitch period starts and ends are required. 

• Pitch  synchronous speech segments are extracted by covering 2 to 5 pitch 
periods per frame. Windowing is applied. 

• Time and pitch scale modifications are performed as described later on and 
the output is reconstructed using overlap-add synthesis by windowing. 

4.1.2   FD-PSOLA Algorithm 
The second method to be considered for prosodic modifications is FD-PSOLA that 
operates in the frequency domain. The algorithm is composed of the following 
step: 

• The short term spectrum of the signal is estimated pitch-synchronously. 2-
5 pitch periods are used as the window size. It is possible to use pitch 
marks as in TD-PSOLA but FD-PSOLA performs considerably well with-
out the pitch marks. However, a robust pitch detection algorithm is re-
quired. 

• The spectral envelope is estimated. Although it is common to employ linear 
prediction techniques, any spectral envelope estimation method can be used. 
It is important to obtain a smooth excitation spectrum. As the excitation 
spectrum is warped to obtain the desired modifications, any region of the 
excitation spectrum that is not sufficiently flat will be translated to other 
spectral regions and this may cause distortion. 

• To perform pitch-scale modification different methods can be employed as 
described in (Moulines and Charpentier, 1990). 

 

 

Fig. 5. Time scale expansion (left) and compression (right) 
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Fig. 6. Pitch scale expansion (left) and compression (right) 

4.2   LPC Analysis 

Linear predictive methods are originally designed for speech coding systems, but may 
be also used in speech synthesis. Like formant synthesis, the basic LPC is based on 
the source-filter-model of speech production model[5]. The basis of linear prediction 
is that the current speech sample y(n) can be approximated or predicted from a finite 
number of previous p samples y(n-1) to y(n-k) by a linear combination with small 
error term e(n) called residual signal. Thus, 

 
             
 

(4.2) 
 
 
 

Where y(n) is a predicted value, p is the linear predictor order, and a(k) are the linear 
prediction coefficients which are found by minimizing the sum of the squared errors 
over a frame. The autocorrelation method is commonly used to calculate these coeffi-
cients[5]. The autocorrelation method shows in Equation 4.3. 

 

 
(4.3) 

 
 

Two methods, the covariance method and the autocorrelation method, are  commonly 
used to calculate these coefficients. Only with the autocorrelation method the filter is 
guaranteed to be stable. In synthesis phase the used excitation is approximated by a 
train of impulses for voiced sounds and by random noise for unvoiced. The excitation 
signal is then gained and filtered with a digital filter for which the coefficients are 
a(k). The filter order is typically between 10 and 12 at 8 kHz sampling rate, but for 
higher quality at 22 kHz sampling rate. The main deficiency of the ordinary LP 
method is that it represents an all-pole model, which means that phonemes that con-
tain antiformants such as nasals and nasalized vowels are poorly modeled. The quality 
is also poor with short plosives because the time-scale events may be shorter than the 
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frame size used for analysis. With these deficiencies the speech synthesis quality with 
standard LPC method is generally considered poor, but with some modifications and 
extensions for the basic model the quality may be increased[11].  
    Several other variations of linear prediction have been developed to increase the 
quality of the basic method. With these methods the used excitation signal is different 
from ordinary LP method and the source and filter are no longer separated. These kind 
of variations are for example multi-pulse linear prediction(MLPC) where the complex 
excitation is constructed from a set of several pulses, residual excited linear prediction  
  

 

Fig. 7. Overall block diagram 

 

Fig. 8. Analysis and synthesis of voice 
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(RELP) where the error signal or residual is used as an excitation signal and the speech 
signal can be reconstructed exactly, and code excited linear prediction(CELP) where a 
finite number of excitations used are stored in a finite codebook[11]. Following the 
Figure 7 shows the overall block diagram proposed in this paper.  

4.3   Implementation 

Soft-sound phone is a phone with established phone technical and soft-sound techni-
cal added. Get to hear other person's sound when the call is been answered, if you 
hear other persons sound too fast and unclearly, press soft-sound key button. Soft-
sound key adjust intonation of the other person's voice on the phone and make the 
sound softer and friendlier when soft-sound key is pressed. On the other side, other 
person's voice converts to natural intonation if the soft-sound key is pressed once 
more. Soft sound phone is equal to the Figure 8. The main point of Soft-sound phone 
is that prosodic information which shows phoneme information and characteristic of 
one's voice is classified automatically preserving speaker's characteristic and meaning 
information is the main point of Soft-sound phone, increased soft voice characteristic.  

 

 

Fig. 9. Flow diagram implemented Gentle phone 
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6   Conclusions 

In this paper, we proposed one of the technologies of the step to human's five senses. 
When people grow old, their sensation technology gets old as well, and they start to 
dislike the sound of big intonation change. The soft-sound telephone has a unique 
way of changing the big intonation change sounds to a complementary sound. There-
fore, it is unique to apply a welfare society service communication techniques which 
is offered to old or disability people. This sound-soft telephone is essential to our 
society as it brings the friendliness function. Moreover, the soft-sound telephone has a 
technology of recording the conversation and also a shorthand writer the supplemen-
tary system. For these above reasons, this soft-sound telephone can be used in our 
daily life in various ways with a big effect to our world. 

Acknowledgement. This work was supported by the Korean Science and Engineering 
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Abstract. We address a new blind equalizer incorporating both the
good initial convergence characteristic of the dual-mode modified con-
stant modulus algorithm (MCMA) and the low residual error character-
istic after convergence of the decision-directed (DD) algorithm. In the
proposed scheme, a convergence detector is employed to help switching
from the dual-mode MCMA to the DD algorithm. We have observed that
the proposed scheme exhibits a good overall performance in comparison
with the CMA, MCMA, and dual-mode MCMA.

1 Introduction

In many modern communication systems including digital mobile and digital
TV systems, data is often transmitted through unknown channels and is thus
subject to intersymbol interference (ISI), mostly due to the channel dispersion
characterized by the non-ideal nature of the channel. The ISI is a primary cause
degrading the performance of digital communication systems. Thus minimizing
ISI in digital communication channel is crucial for the improvement of system
performance at high speed transmission rate.

Being an efficient tool to extract the transmitted symbol sequence by counter-
acting the effects of ISI, an equalizer increases the probability of correct symbol
detection. Data-aided algorithms initialize and adjust equalizer coefficients with
a known training sequence from the transmitter before information-bearing data
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transmission. Use of a training sequence, however, reduces the bandwidth effi-
ciency and may become impractical when updating of the coefficients should be
performed frequently at the receiver end.

It is therefore desirable to equalize a channel without the aid of a training
sequence, resulting in the self-recovering, blind, or non-data aided equalization
[1]–[3]. Among the major advantages of blind equalization techniques is that
no training sequence is necessary to start-up or restart the equalization sys-
tem when the communication breaks down unpredictably. Blind equalization
methods also offer potential improvement in system capacity by eliminating the
training overhead.

Numerous studies on blind equalization can be found in the literature. For ex-
ample, normalized sliding-window constant-modulus and decision-directed (DD)
algorithms have been proposed in [4], establishing a link between blind equal-
ization and classical adaptive filtering. A minimum-disturbance technique was
proposed in [5] to avoid the gradient noise amplification problem and achieve
improved stability and robustness with low computational complexity. The mul-
timodulus algorithm (MMA) introduced in [6] takes advantage of the symbol
statistics of such signal constellations as nonsquare and very dense constellations.

Among the various adaptive blind equalization algorithms, the Godard al-
gorithm [1] is one of the best known and simplest adaptive blind equalization
algorithms. This algorithm was also developed independently and extended as
the constant modulus algorithm (CMA) in [2]. Since the CMA is phase-blind,
the equalizer output has an arbitrary phase rotation after convergence. Some
performance improvement of DD algorithm has also been achieved in [7] by con-
trolling the step size parameter according to the regions in which the equalized
output lies in a constellation.

A particular problem of the CMA and modified CMA (MCMA) is that the
residual mean square error (MSE) in the steady state is sometimes not sufficiently
small for the system to exhibit adequate performance. Minimizing the residual
MSE and/or speeding up the convergence rate, the dual-mode algorithms such as
those considered in [8] are possibly a plausible solution to improving the overall
performance. The dual-mode algorithms possess a faster convergence rate and
lower residual MSE than the CMA and MCMA at a small additional complexity
to detect the convergence and/or an open eye pattern. The concurrent CMA
and soft DD adaptation proposed in [9] has lower computational requirements
than the concurrent CMA and DD algorithm.

In this paper, we propose a new blind equalization algorithm employing the
dual-mode MCMA with modified parameters in the blind mode to improve the
convergence rate and the DD algorithm in the steady state mode to reduce the
residual MSE.

2 The Channel and Equalizer Models

Assume that the transmitted data {an} are an independent and identically dis-
tributed (i.i.d.) zero-mean sequence with independent real and imaginary parts
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derived from a quadrature amplitude modulation (QAM) constellation. Let the
causal and linear time-invariant channel has coefficients {h(0), h(1), · · · , h(L−1)}
with L the length of the channel impulse response, channel memory, or channel
order. Then, the received signal at time index n is

xn =
L−1∑
k=0

h∗(k)an−k + vn, (1)

where vn is an i.i.d. additive white Gaussian noise (AWGN) and ∗ denotes com-
plex conjugate.

To recover {an}, the received signals {xn} are passed through an equalizer
modelled as an N -tap FIR filter with coefficients {w(0), w(1), · · · , w(N − 1)}.
The output is then

yn = WH
n Xn, (2)

where Xn = [xn, xn−1, · · · , xn−N+1]T is the vector of the received signals, Wn =
[w(0), w(1), · · · , w(N − 1)]T is the vector of the equalizer tap weights (coeffi-
cients), and the superscript H denotes the complex conjugate transpose.

3 A Novel Scheme for Blind Equalization

3.1 Dual-Mode MCMA

Let the error signal of the dual-mode MCMA be

en = γn · eMCMA
n + βn · eDD

n , (3)

where γn and βn are adaptive parameters,

eMCMA
n = yn,R(y2

n,R − R2,R) + iyn,I(y2
n,I − R2,I), (4)

and

eDD
n = yn − ân (5)

with i =
√

−1. Here, yn,R and yn,I are the real and imaginary parts of the
equalizer output yn, respectively, and the hard decision output ân of yn is an
estimate of an. The real quantities R2,R and R2,I in (4) are obtained as

R2,R =
E[a4

n,R]
E[a2

n,R]
(6)

and

R2,I =
E[a4

n,I ]
E[a2

n,I ]
(7)
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by setting the derivative of a non-convex cost function with respect to the equal-
izer tap weights to be zero to minimize the cost function.

Using a stochastic gradient algorithm as the updating rule, the vector Wn

is adapted by

Wn+1 = Wn − μ · e∗nXn, (8)

where μ is the step size. The dual-mode MCMA is known to have good perfor-
mance in terms of the convergence rate and residual MSE when it uses a sigmoid
function in the construction of the relation between γn and βn. Note that the
sigmoid function (11) is the cumulative distribution function (cdf) of the logistic
pdf [10], one of the well-known heavy-tailed pdf’s.

To illustrate simply and clearly a drawback of the dual-mode MCMA, let us
consider the adaptive parameters

γsigmoid
n = g(|eDD

n |) (9)

and

βsigmoid
n =

|eMCMA
n |
|eDD

n | {1 − g(|eDD
n |)} (10)

of the dual-mode MCMA with the sigmoid function

g(x) =
1

1 + e−a(x−0.5) , a > 0. (11)

From (3), (9), and (11), it is obvious that the component γsigmoid
n eMCMA

n of the
error signal (3) will not be zero in the steady state since γsigmoid

n is not zero
even when the channel is perfectly equalized. This results in a large output error
level (relative to the case where en = βsigmoid

n eDD
n ) in the steady state after the

equalizer has converged completely. In addition, the parameter a in (11) has
some restriction on its range due to a tradeoff relationship that a large value of
a increases the convergence rate but results in a large error signal in the steady
state, and vice versa.

3.2 The Proposed Algorithm for Blind Equalization

To overcome the drawback of the dual-mode MCMA, we propose a method in
which only the DD algorithm operates in the steady state thereby improving
the residual MSE performance of the dual-mode MCMA in the steady state.
The proposed equalization algorithm consists of the dual-mode MCMA, DD
algorithm, and a convergence detector as shown in Figure 1. The combination
proposed in Figure 1 basically attempts to utilize the advantages of the dual-
mode MCMA and DD algorithm, thereby improving both the convergence rate
and the residual MSE in the steady state.



A Novel Blind Equalizer Based on Dual-Mode MCMA and DD Algorithm 715

nv

na
nynx

nâ
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Fig. 1. A block diagram of the proposed system

Blind Mode: At the beginning of the equalization process, the blind mode
error eDD

n will tend to be large. Thus, based on the simplification 1
1+exp(−x) ≈

1 − exp(−x) for x sufficiently large in (9) and (10), we propose to use

γprop
n = 1 − e−α1|η′

n| (12)

and

βprop
n =

|eMCMA
n |
|eDD

n | · e−α2|η′
n|, (13)

where α1 and α2 are positive numbers,

η′
n = ηn − ηn−1, (14)

and

ηn = (1 − ψ)ηn−1 + ψ|eDD
n |2, 0 < ψ < 1 (15)

with η0 = 0.
When the present output error level (represented approximately by ηn) has a

larger value with respect to the previous output error level (represented approx-
imately by ηn−1), γprop

n has a large value while βprop
n is small, and vice versa.

Since we consider only the convergence rate but not the residual MSE in the
blind mode, we have more flexibility at the expense of some more complexity
for the tuning of the parameters α1, ψ, and α2. Because of this advantage, we
can use larger values of both γprop

n and βprop
n in the blind mode. Consequently,

the convergence is expected to be faster in the proposed method than in the
dual-mode MCMA using (9) and (10).

Steady State Mode: In our context, the steady state means a state after
an initial convergence has been attained during the training period with the
dual mode MCMA. Once the proposed equalizer begins to converge, the dual-
mode MCMA is switched into the DD algorithm by a convergence detector. The
convergence rate after the shift from the dual-mode MCMA to the DD algorithm
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gets lower and lower while the residual MSE gets smaller and smaller. Since only
the DD algorithm is employed in the steady state mode, the residual MSE is
expected to be reduced more compared with the dual-mode MCMA.

Let the error signal of the proposed algorithm in the steady state mode be

eprop
n = λn · (yn − ân), (16)

where the adaptive gain λn is given by

λn = |eMCMA
n |. (17)

Note that eprop
n = |eMCMA

n | · eDD
n . Normally a larger λn results in a faster

convergence at the cost of less residual MSE reduction, and vice versa; the
ubiquitous tradeoff between the convergence rate and residual MSE reduction.
We are to select λn considering this tradeoff between the convergence rate
and residual MSE reduction. The choice (17) of λn essentially allows us to
change smoothly from the dual-mode MCMA to the DD algorithm and has
been found to cope effectively with variant SNR and channels in simulations
also.

Convergence Detector: If the DD algorithm is triggered too early before the
proposed scheme converges, the convergence will be slow, and if it starts too
late after the convergence, the equalizer may converge to a different state. It is
therefore highly important to adequately determine the instant of the switching
to the DD algorithm.

To derive a measure for the detection of convergence, let us consider Figure 2,
where St denotes a time interval of length C and

dt =
1
C

⎧⎨⎩∑
St

|eDD| −
∑
St−1

|eDD|

⎫⎬⎭
=

1
C

C∑
l=1

(
|eDD

C∗(t−1)+l| − |eDD
C∗(t−2)+l|

)
, t = 2, 3, · · · . (18)

We assume d1 = 1 and the superscripts ‘before’ and ‘after’ refer to before and
after the convergence, respectively. Since the time interval Sbefore

t would be lo-
cated on the steep slope and Safter

t on the convergence floor, we can find the
(approximate) time instant of the convergence by computing the value of dt and
comparing it with a reference value.

It is clear that dt is small also at the beginning of the blind mode where
the output error level is large. If we judge the convergence solely on the basis
of the value of dt, we might therefore end up with an undesirable result. In
[8], by noting that an open eye condition can be expressed as |eDD| = |yn −
ân| < D′

2 , a detection scheme |eDD| < D′
4 is proposed, where D′ is the minimum

distance between the symbols in the constellation. To detect the convergence
more correctly by smoothing the effects of the fluctuation of the errors {|eDD|}
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Fig. 2. A graph for the detection algorithm

and consequently making the detector less dependent on the problem, we propose
to use the average

Et =
1
C

∑
St

|eDD| (19)

of the output errors in St in addition to dt in the decision of the convergence.
In summary, the steps of the detection algorithm are as follows:

i) Let t = 2.
ii) Check if |dt| < d and Et < D′

4 , where d is a positive constant.
iii) If the results in ii) are both positive, the convergence detector switches dual-

mode MCMA into DD algorithm at 50 ∗ t + 1. Otherwise, we repeat ii) and
iii) with t = 3, 4, · · ·.

The DD algorithm is known [4], [8] to converge surely when an initial con-
vergence has already been obtained during a training period, which occur for
example when the eye pattern of the signal is initially open. By using (19) with
the threshold guaranteeing the eye to open (i.e., D′

4 < D′
2 ) except for a severe

distortion case, the convergence detector can be used to switch from the dual
MCMA to DD algorithm.

Step Size of the Proposed Algorithm: Using the methods similar to the
normalized least mean square (NLMS) algorithm [11], we can derive the stability
criterion for the proposed algorithm. The NLMS adjusts the step size μ such that
the updated filter coefficients would produce zero error with the current data
vector.
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First, let us adjust the step size μ in (8) such that the updated coefficients
would achieve the desired modulus when applied to Xn. That is, we select μMCMA

n

such that

WH
n+1Xn =

√
R2,R + i

√
R2,I . (20)

From (8), we have

WH
n+1Xn = WH

n Xn − μMCMA
n · eMCMA

n · ||Xn||2 (21)

after some algebraic manipulations. Substituting (2) and (20) into (21) gives

yn,R + iyn,I − μMCMA
n · eMCMA

n · ||Xn||2 =
√

R2,R + i
√

R2,I . (22)

The solution to the equation (22) can be shown to be

μMCMA
n,R =

1
yn,R(yn,R +

√
R2,R) · ||Xn||2

(23)

and

μMCMA
n,I =

1
yn,I(yn,I +

√
R2,I) · ||Xn||2

(24)

for the real and imaginary parts of μMCMA
n , respectively.

Similarly, the step size for the DD algorithm is obtained to be

μDD
n =

1
||Xn||2 (25)

from

WH
n+1Xn = ân (26)

and

yn,R + iyn,I − μDD
n · eDD

n · ||Xn||2 = ân. (27)

Finally, let us derive the step size of the proposed algorithm using the results
(23)–(25). Multiplying both sides of (22) by γprop

n · μDD
n and both sides of (27)

by βprop
n · μMCMA

n , and then adding the results, we get

yn,R + iyn,I − 1
γprop

n

μMCMA
n

+ βprop
n

μDD
n

· eprop
n · ||Xn||2

=
γprop

n · μDD
n · (

√
R2,R + i

√
R2,I) + βprop

n · μMCMA
n · ân

γprop
n · μDD

n + βprop
n · μMCMA

n

(28)

after some algebraic manipulations using (3). Comparing (22), (27), and (28), it
looks reasonable at the first glance to choose the step size as

μ̃n =
1

γprop
n

μMCMA
n

+ βprop
n

μDD
n

. (29)
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Unfortunately, we have observed in preliminary simulations that the step size
(29) is sometimes too large and the algorithm may fail to converge when ||Xn||2
is too small. One simple solution is clearly to use the modified step size

μprop
n =

1

σ + γprop
n

μMCMA
n

+ βprop
n

μDD
n

, (30)

where σ is a small positive number. The proposed algorithm converges in the
mean-square sense if the step size μ satisfies the condition

0 < μ < min(μprop
n ). (31)

4 Simulation Results

In all the simulations herein, we have assumed that the clock of the received sig-
nal is perfectly recovered and a carrier phase offset does not affect the equalizer.
A simple 16-QAM constellation has been chosen and the signal to noise ratio
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Fig. 3. The constellations of the equalized 16-QAM signals when SNR=30dB. (a)
CMA, (b) MCMA, (c) dual-mode MCMA, (d) proposed algorithm.
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(SNR) at the input of the equalizer is defined as SNR = 10 log10
E[|an∗h(n)|2]

σ2
n

in
dB, where σ2

n is the variance of the AWGN. As a measure of the performance,
the residual MSE defined as

MSE = 10 log10 E[|yn − ân|2] [dB] (32)

is used. All the simulated residual MSE values are averaged over 200 trials with
the step size μ = 0.00008.

The proposed algorithm has four parameters, α1, α2, ψ, and d which need
to be set only at the initial stage. We have chosen the value of the parameters
as α1 = 20, α2 = 1.5, ψ = 0.9, D′/4 = 0.5 and d = 0.008 and used these values
in all the following simulations to make the residual MSE smaller than −10dB:
the values of the parameters can be chosen appropriately in other channels also.

For a 22-tap channel impulse response adopted from [9], Figure 3 shows
the constellations of the equalized outputs, and Figures 4 and 5 depict the MSE
trajectories when SNR=30dB and SNR=40dB, respectively. The CMA exhibits a
slow convergence while the MCMA converges faster with less residual MSE than
the CMA. It is evident that the dual-mode MCMA achieves some performance
improvement in terms of the convergence rate and residual MSE compared with
CMA and MCMA. The proposed algorithm presents the best performance (the
convergence rate and residual MSE) irrespective of the SNR.

It is clearly observed that the proposed algorithm achieves the best residual
MSE, although the proposed algorithm sometimes exhibits a slightly slower con-
vergence than the dual-mode MCMA. This is due to the inherent characteristics
of the DD algorithm which, after the convergence, reduces the residual MSE
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more while converges slowly with a very small adaptive gain when the SNR is
high. The proposed algorithm always has a lower residual MSE than the dual-
mode MCMA and the difference of convergence rate between the two algorithms
in the blind mode is negligible.

5 Conclusion

In this paper, we have proposed a new blind equalizer allowing reduced resid-
ual error level and faster convergence compared with the CMA, MCMA, and
dual-mode MCMA. The proposed algorithm makes use of both the good initial
convergence characteristic of the dual-mode MCMA and the low residual error
characteristic of the DD algorithm after convergence. The proposed algorithm, in
exchange for a slightly higher complexity when compared to other conventional
algorithms, offers improved equalization performance. Simulation results have
supported the performance advantages of the proposed algorithm in general.
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Abstract. User authentication is an important part of security, along
with confidentiality and integrity, for systems that allow remote access
over untrustworthy networks, like the Internet. Recently, Chen et al. pro-
posed an improvement on the SAS-like password authentication schemes
to make not only keep the original advantages but also highlight a fea-
ture, mutual authentication between a user and a remote server. How-
ever, we find that their schemes are vulnerable to a denial-of-service
attack and an insider attack. In addition, their schemes is not easily
reparable. Accordingly, the current paper presents a secret-key-based
authentication scheme using smart cards. Based on low-cost smart cards
that support only simple hashing operations, the proposed scheme has a
highly efficient and is designed to resist existing known attacks.

Keywords: Cryptography, secret key, authentication, smart card.

1 Introduction

ISO 10202 standards have been established for the security architecture of finan-
cial transaction systems using integrated circuit cards (IC cards or smart cards).
A smart card originates from an IC memory card used in industry about 10 years
ago [1][2]. The main characteristics of a smart card are small size and low-power
consumption. Generally speaking, a smart card contains a microprocessor which
can quickly manipulate logical and mathematical operations, a RAM which is
used as a data or instruction buffer, and a ROM which stores the user’s secret
key and the necessary public parameters and algorithmic descriptions of execut-
ing programs. The merits of a smart card for password authentication are its
high simplicity and efficiency of the login and authentication processes.

User authentication is an important part of security, along with confiden-
tiality and integrity, for systems that allow remote access over untrustworthy
networks, like the Internet. Password-based authentication is one of the most
popular methods because of its simplicity and effectiveness. As such, a remote
password authentication scheme authenticates the legitimacy of users over an in-
secure channel, where the password is often regarded as a secret shared between
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the remote system and the user. Based on knowledge of the password, the user
can use it to create and send a valid login message to a remote system to gain
the right to access. Meanwhile, the remote system also uses the shared password
to check the validity of the login message and authenticate the user.

In 2000, Sandirigama et al. [3] proposed a simple and secure password au-
thentication scheme, the so-called SAS. Because of the advantages of lower stor-
age, processing, and transmission overheads, the SAS-like schemes are widely
concerned in the researches for user authentication. Therefore, there are several
articles [4][5][6][7] proposed to continuously enhance SAS-like protocols. Unfor-
tunately, those enhancements still have security flaws. In 2001, Lin et al. [4]
proposed an optimal strong-password authentication scheme, called OSPA, to
enhance the security of SAS which is suffering from the replay attack and the
denial-of-service attack. Subsequently, the OSPA scheme has been shown vulner-
able to the stolen-verifier attack [5] and the impersonation attack [6]. In 2003,
Lin et al. [7] proposed an other SAS-like version for OSPA to withstand the
stolen-verifier attack. Thereafter, in 2004, Chen et al. [8] pointed out that the
Lin et al.’s scheme suffers from the denial-of-service attack and further proposed
an improvement on the SAS-like password authentication scheme to make not
only keep the original advantages but also highlight a feature, mutual authenti-
cation between a user and a remote server. However, we find that their schemes
are vulnerable to a denial-of-service attack [9] and an insider attack [11]. In
addition, their schemes is not easily reparable [11][12][13]. Accordingly, the cur-
rent paper shows the weaknesses of Chen et al.’s scheme, and then presents a
secret-key-based authentication scheme using smart cards with better security
strength. Based on low-cost smart cards that support only simple hashing op-
erations, the proposed scheme has a highly efficient and is designed to resist
existing known attacks while generating a session key agreed by the user and
the server.

This paper is organized as follows: In Section 2, we define the security proper-
ties. In Section 3, we briefly review Chen et al.’s password authentication schemes.
In Section 4, we argue the problems of the Chen et al.’s schemes. In Section 5, we
propose a secret-key-based authentication scheme. In Section 6, we discuss the se-
curity of the proposed scheme. Finally, conclusion is given in Section 7.

2 Security Properties

The following security properties of the authentication schemes should be con-
sidered [9][10][14].

(1) Guessing attack: A guessing attack involves an adversary (randomly or
systematically) trying long-term private keys (e.g. user password or server
secret key), one at a time, in the hope of finding the correct private key.
Ensuring long-term private keys chosen from a sufficiently large space can
reduce exhaustive searches. Most users, however, select passwords from a
small subset of the full password space. Such weak passwords with low en-
tropy are easily guessed by using the so-called dictionary attack.
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(2) Replay attack: A replay attack is an offensive action in which an adversary
impersonates or deceives another legitimate participant through the reuse
of information obtained in a protocol.

(3) Stolen-verifier attack: In most applications, the server stores verifiers of
users’ passwords (e.g. hashed passwords) instead of the clear text of pass-
words. The stolen-verifier attack means that an adversary who steals the
password-verifier from the server can use it directly to masquerade as a le-
gitimate user in a user authentication execution.

(4) Denial-of-service attack: The denial of service attack prevents or inhibits
the normal use or management of communications facilities. This attack may
act on a specific user. For example, an adversary may perform this attack
to cause the server to reject the login of a specific user.

In addition, the following security properties of session key agreement schemes
should be considered since they are often desirable in some environments [10][14].

(1) Implicit key authentication: Implicit key authentication is the property
obtained when identifying a party based on a shared session key, which
assures that no other entity than the specifically identified entity can gain
access to the session key.

(2) Explicit key authentication: Explicit key authentication is the property
obtained when both implicit key authentication and key confirmation hold.

(3) Mutual authentication: Mutual authentication means that both the client
and server are authenticated to each other within the same protocol.

(4) Session key security: Session key security means that at the end of the
key exchange, the session key is not known by anyone but user and server.

(5) Perfect forward secrecy: Perfect forward secrecy means that if a long-
term private key (e.g. user password or server private key) is compromised,
this does not compromise any earlier session keys.

3 Review of Chen et al.’s Authentication Schemes

In this section, we briefly review Chen et al.’s two password authentication
schemes [8] that are unilateral authentication scheme and mutual authentica-
tion scheme. Some of the notations used in this paper are defined as follows:

– Ui, S, E: a user, remote server and attacker, respectively.
– IDi, PWi: Ui’s identity and password, respectively.
– N , r, r′: random nonces.
– x: S’s strong secret key.
– h(·): a strong one-way hash function.
– ⊕: bit-wise XOR operation.
– ||: concatenation operation.

3.1 Chen et al.’s Unilateral Authentication Scheme

Chen et al.’s unilateral authentication scheme is composed of two phases, which
are the registration phase and the authentication phase.
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Registration Phase: The registration phase is shown as follows:

(R.1) Ui → S: IDi, h
2(PWi ⊕ N), N

A user Ui with his identity IDi chooses password PWi freely and computes
h2(PWi⊕N), where N is a random nonce. Then, Ui sends IDi, h2(PWi⊕
N) and N to S.

(R.2) S → Ui: a smart card {N, h(x||IDi)}
Upon receiving IDi, h2(PWi ⊕ N), S stores h2(PWi ⊕ N) into the veri-
fication table. S computes h(x||IDi) and writes {N, h(x||IDi)} into Ui’s
smart card and releases it to Ui, where x is the secret key of S.

Authentication Phase: The authentication phase is shown as follows:

(A.1) Ui → S: IDi, r ⊕ h(x||IDi), h(r), c1, c2, c3
Ui inserts his smart card into a login device and enters his identity IDi

and password PWi. The smart card calculates c1, c2 and c3 as follows:
c1 = h(PWi ⊕ N) ⊕ h(h2(PWi ⊕ N) ⊕ r),
c2 = h2(PWi ⊕ N) ⊕ h(PWi ⊕ N),
c3 = h3(PWi ⊕ N),
where r is a random nonce and N is a new random nonce. The smart card
computes r⊕h(x||IDi) andh(r), and then sends{IDi , r⊕h(x||IDi), h(r), c1,
c2, c3} to S as a login request.

(A.2) S → Ui: Access grant/ reject
Upon receiving the login request, S checks the format of IDi, calculates
h(x||IDi) to extract r from r ⊕ h(x||IDi) and verifies the validity of r
by h(r). Then S hashes h2(PWi ⊕ N) ⊕ r to extract h(PWi ⊕ N) from
c1, and uses h(PWi ⊕ N) to extract h2(PWi ⊕ N) from c2, respectively.
S checks if the hash value of the extracted h(PWi ⊕ N) is equal to that
of the stored h2(PWi ⊕ N). If equivalent, Ui is authenticated; otherwise,
this login request is rejected. Finally, S checks if the hash value of the
extracted h2(PWi ⊕ N) is equal to the received c3. If it holds, S updates
the verification table by replacing h2(PWi ⊕ N) with h2(PWi ⊕ N).

3.2 Chen et al.’s Mutual Authentication Scheme

Chen et al.’s mutual authentication scheme is also composed of two phases,
which are the registration phase and the authentication phase. The registration
phase is the same as that of unilateral authentication scheme.

Authentication Phase: The authentication phase is shown as follows:

(A.1) Ui → S: IDi, r
′

Ui inserts his smart card into a login device and enters the identity IDi and
password PWi to enable the card. Then the identity IDi and a random
nonce r′ used to identify this transaction uniquely are sent to S.

(A.2) S → Ui: r ⊕ h(x||IDi), h(r||r′)
After checking the format of IDi, S generates a new random nonce r
and returns r ⊕ h(x||IDi) and h(r||r′) to assure this client Ui that its
correspondent is a regular server S.
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(A.3) Ui → S: c1, c2, c3

Upon receiving {r ⊕ h(x||IDi), h(r||r′)}, Ui’s smart card extracts r from
r⊕h(x||IDi). Then, with r, Ui verifies h(r||r′) contains r′ to authenticate
S. The smart card computes c1, c2, and c3 as follows:
c1 = h(PWi ⊕ N) ⊕ h(h2(PWi ⊕ N) ⊕ r),
c2 = h2(PWi ⊕ N) ⊕ h(PWi ⊕ N),
c3 = h3(PWi ⊕ N),
where N is a new random nonce. The smart card send {c1, c2, c3} to S as
a login request.

(A.4) S → Ui: Access grant/ reject
Upon receiving the login request, S hashes h2(PWi ⊕ N) ⊕ r to extract
h(PWi ⊕N) from c1, and uses h(PWi ⊕N) to extract h2(PWi ⊕N) from
c2, respectively. S checks if the hash value of the extracted h(PWi ⊕N) is
equal to that of the stored h2(PWi⊕N). If equivalent, Ui is authenticated;
otherwise, this login request is rejected. Finally, S checks if the hash value
of the extracted h2(PWi ⊕ N) is equal to the received c3. If it holds,
the server updates the verification table by replacing h2(PWi ⊕ N) with
h2(PWi ⊕ N).

4 Weaknesses of Chen et al.’s Schemes

In this section, we will show that Chen et al.’s schemes are vulnerable to a denial-
of-service attack and an insider attack, and are not easily reparable [11][12][13].

4.1 Denial-of-Service Attack

The denial-of-service attack, where the server is cheated by an attacker to update
the false verification information for the next login phase, is found in the Chen
et al.’s schemes so that the server will reject all subsequent login requests of the
legal user.

In Chen et al.’s unilateral authentication scheme, to cheat the user Ui and
the server S, the attacker E intercept user’s login request message {IDi, r ⊕
h(x||IDi), h(r), c1, c2, c3} in authentication phase, and then E impersonate S
and send ‘access rejected’ to Ui’s login request. Then, Ui will be fooled into
believing that Ui’s own login request message {c1, c2, c3} has the matter. After
cheat Ui, E send intercepting message {IDi, r ⊕ h(x||IDi), h(r), c1, c2, c3} to S,
then S update the verification table by replacing h2(PWi⊕N) with h2(PWi⊕N).
Therefore, this makes the server be fooled to store the false verifier and reject
all subsequent login requests of the legal user Ui.

In Chen et al.’s mutual authentication scheme, to cheat Ui and S, E intercept
user’s login request message {c1, c2, c3} in authentication phase, and then E
impersonate S and send ‘access rejected’ to Ui’s login request. Then, Ui will
be fooled into believing that Ui’s own login request message {c1, c2, c3} has the
matter. After cheat Ui, E send intercepting message {c1, c2, c3} to S, then S
update the verification table by replacing h2(PWi⊕N) with h2(PWi⊕N). From
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now on, Ui’s succeeding requests for either accessing the resources or changing
password will be denied by S. Hence, the attacker can easily lock the account of
any client without using cryptographic techniques.

Since this attack does not require password guessing, Chen et al.’s scheme
is vulnerable to the denial-of-service attack regardless of whether password is
strong or weak.

4.2 Insider Attack

In the registration phase, user Ui’s password PWi will be revealed to remote server
S after Step (R.1). The insider of S guesses a candidate password PW ∗

i and com-
putes h2(PW ∗

i ⊕ N) using received N . If h2(PW ∗
i ⊕ N) equals the received h2

(PWi ⊕N), the insider of S has correctly guessed PW ∗
i = PWi. Otherwise, the in-

sider of S tries another candidate password. If Ui uses PWi to access several servers
for his convenience, the insider of S can impersonate Ui to access other servers.

4.3 Poor Reparability

In general, the tamper resistance of smart cards is widely assumed in most
smart card based schemes. However, such an assumption may be problematic
in practice. In 1998, Kocher et al. [12] stated that all existing smart cards were
vulnerable in that the secret keys stored in the smart card could be extracted by
monitoring the power consumption. In 2002, Messerges et al. [13] showed that
the secrets stored in a smart card may be breached by analyzing the leaked infor-
mation. Next, we will show that once the attacker E has obtained the h(x||IDi)
stored in Ui’s smart card, E can perform an impersonating server attack at the
authentication phase in Chen et al.’s mutual authentication scheme.

In Chen et al.’s mutual authentication scheme, if an attacker E wants to
impersonate the remote server S successfully, E sends r ⊕ h(x||IDi), h(r||r′)
to Ui (see Step (A.2) in Chen et al.’s mutual authentication scheme). Then, Ui

will extract r from r ⊕ h(x||IDi) and verify the validity of r by using h(r||r′)
and r′. With r, the smart card computes c1, c2, and c3. Upon receiving the
login request, E drop intercepted the messages c1, c2, c3 and accepts Ui’s login
request. Then impersonating server attack is therefore possible. However, since
x is commonly used for all users rather than specifically used for only user, it
is unreasonable and inefficient if x should be changed to recover the security for
user only. Additionally, it is also impractical to change ID, which should be tied
to user uniquely in most application systems. Hence, Chen et al.’s scheme is not
easily repairable [11].

5 A Secret-Key-Based Authentication Scheme

This section proposes a secret-key-based authentication scheme. In fact, Chen et
al.’s SAS-like password authentication schemes make no sense in the development
of password-based schemes. In general, password-based schemes are suitable for
the environment of no additional device to store secret information. Therefore,



Robust Secret Key Based Authentication Scheme Using Smart Cards 729

the ability to achieve authentication is only based on the user’s password which
is easy to memory by the user. In Chen et al.’s SAS-like schemes, they assume
each user has a smart card with him. If the assumption holds, it does not need
use password-based schemes. Instead, secret-key-based schemes, which are more
secure and cost-efficient than those password-based schemes, are sufficient. The
proposed authentication scheme is composed of two phases, which are the regis-
tration phase and the authentication phase.

5.1 Registration Phase

The registration phase is illustrated in Fig. 1 and goes as follows:

(R.1) Ui → S: IDi, h(PWi ⊕ N)
Ui selects IDi, PWi and N freely and computes h(PWi ⊕ N). Then, Ui

sends IDi and h(PWi ⊕ N) to S.
(R.2) S → Ui: a smart card {K, R, h(·)}

If it is Ui’s initial registration, S creates an entry for Ui in the account
database and stores n = 0 in this entry. Otherwise, S sets n = n +
1 in the existing entry for Ui. Next, S computes K = h(x||SIDi) and
R = h(x||SIDi) ⊕ h(PWi ⊕ N), where SIDi = (IDi||n), and then writes
{K, R, h(·)} into Ui’s smart card and releases it to Ui. Ui enters N into
his smart card.

Note that Ui’s smart card contains K, R, N and h(·), and Ui does not need
to remember N after finishing Step (R.2). All data on the smart card are highly
protected. Others cannot read the sensitive and confidential information even
when someone loses the card.

User Ui Server S

Select IDi, PWi,N
IDi, h(PWi ⊕ N)−−−−−−−−−−−−−−−→

n ← n + 1
Store IDi and n in the account database

SIDi ← (IDi||n)
K ← h(x||SIDi)

R ← h(x||SIDi) ⊕ h(PWi ⊕ N)
Store K, R,h(·) in user’s smart card

Smart card←−−−−−−−−−−−−−−
Enter N into smart card

Fig. 1. n-th Registration Phase
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5.2 Authentication Phase

The authentication phase is illustrated in Fig. 2 and goes as follows:

(A.1) Ui → S: IDi, r
Ui inserts his smart card into a login device and enters IDi and PWi to
enable the card. Then the card computes h(x||SIDi) = R ⊕ h(PWi ⊕ N)
and verifies whether h(x||SIDi) equals to the stored K. If they are equal,
the card chooses a random nonce r and sends it with IDi to S as a login
request.

(A.2) S → Ui: r′, h(K||r||r′)
Upon receiving the login request, S checks the format of IDi and com-
putes K = h(x||SIDi). Then, S chooses a random nonce r′ and computes
h(K||r||r′). Finally, S sends r′ and h(K||r||r′) to Ui.

(A.3) Ui → S: h(K||r′||r)
Upon receiving r′ and h(K||r||r′), Ui’s smart card verifies that h(K||r||r′)
contains K to authenticate S. If the result is positive, Ui can ensure S
is legal. Finally, with r′, Ui computes h(K||r′||r) as Ui’s authentication
token and sends h(K||r′||r) to S.

(A.4) S → Ui: Access grant/ reject
Upon receiving h(K||r′||r), S verifies h(K||r′||r) contains K to authenti-
cate Ui. If the result is positive, S can ensure that Ui is legal.

After mutual authentication between Ui and S, SK = h(IDi||K||r||r′) is
used as the session key.

Information held by User: PWi, N , K, R
Information held by Server: x, IDi, n

User Ui Server S

Enter IDi, PWi

Abort if R ⊕ h(PWi ⊕ N) �= K
Choose nonce r

IDi, r−−−−−−−−−−→
Verify IDi

Compute K ← h(x||SIDi)
Choose nonce r′

r′, h(K||r||r′)←−−−−−−−−−−−
Verify h(K||r||r′)

h(K||r′||r)−−−−−−−−−−−→
Verify h(K|r′||r)

Shared Session Key SK = h(IDi||K||r||r′)

Fig. 2. Authentication Phase
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6 Security Analysis

This section analyzes the security of the proposed authentication scheme. At
first, we define the security terms needed for the analysis of the proposed au-
thentication scheme.

Definition 1. A weak secret key (password PWi) is a value of low entropy
W (k), which can be guessed in polynomial time.

Definition 2. A strong secret key (x) is a value of high entropy H(k), which
cannot be guessed in polynomial time.

Definition 3. A secure one-way hash function y = h(x) is one where given x
it is easy to compute y and where given y it is hard to compute x.

Definition 4. The discrete logarithm problem (DLP) is explained by the fol-
lowing: Given a prime p, a generator g of Z∗

p , and an element β ∈ Z∗
p , find the

integer α, 0 ≤ α ≤ p − 2, such that gα ≡ β(modp).

Definition 5. The Diffie-Hellman problem (DHP) is explained by the following:
Given a prime p, a generator g of Z∗

p , and elements gc(modp) and gs(modp),
find gcs(modp).

Here, security properties: guessing attack, replay attack, impersonation attack,
stolen-verifier attack, denial-of-service attack, insider attack, reparable, mutual
authentication, session key security, and perfect forward secrecy, would be con-
sidered for the proposed authentication scheme. Under the above definitions, the
following theorems are used to analyze the security properties in the proposed
protocol.

Theorem 1. The proposed scheme can resist the guessing attacks.

Proof. Due to the fact that a one-way hash function is computationally difficult
to invert, it is extremely hard for any attacker to derive x from h(x||SIDi).
Assume that E intercepts Ui’s login request message {IDi, r} and S’s response
message {r′, h(K||r||r′)} over a public network. However, due to the one-way
property of a secure one-way hash function, E cannot derive K = h(x||SIDi)
from h(K||r||r′).
Theorem 2. The proposed scheme can resist the replay attacks.

Proof. If E intercepts {IDi, r} sent by Ui in Step (A.1) and uses it to imperson-
ate Ui when sending the next login message. However, for a random challenge,
the nonce r separately generated by Ui is different every time. As a result, the
replay of Ui’s old login message in Steps (1) and (3) is detected by server S
because attacker E has no K to compute a correct h(K||r′||r).

Theorem 3. The proposed scheme can resist the impersonation attack.

Proof. E can attempt to modify a message {IDi, r} into {IDi, r
∗} and send

it to S, where r∗ is a random nonce selected by E. However, such a modifica-
tion will fail in Step (A.3) of the authentication phase, because E has no way
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of obtaining the values K to compute the valid parameters h(K||r′||r∗). If a
masqueraded server tries to cheat the requesting Ui, it has to prepare a valid
message {r′, h(K||r||r′)}. However, this is infeasible, as there is no way to derive
the value K = h(x||SIDi) to compute the value {h(K||r||r′)}, due to the one-
way property of a secure one-way hash function. Therefore, E has no chance to
login by launching the impersonation attack.

Theorem 4. The proposed scheme can resist the stolen-verifier attack and the
denial-of-service attack.

Proof. Servers are always the target of attacks. An attacker may try to steal
or modify the verification table stored in the server. If the verification table
is stolen by an attacker, the attacker may masquerade as a legitimate user. If
the verification table is modified, a legitimate user cannot successfully login to
the server. This results in a denial-of-service attack. The proposed scheme is a
nonce-based authentication scheme, but it does not require a verification table
in the server S. Even though, E gets IDi and n in Ui’s account database from
S, due to the one-way property of a secure one-way hash function, E cannot
compute a shared secret key K = h(x||SIDi). Obviously, the proposed scheme
can prevent the stolen-verifier attack and the denial-of-service attack.

Theorem 5. The proposed scheme can resist the insider attack.

Proof. Since Ui registers to S by presenting {IDi, h(PWi ⊕N)} instead of {IDi,
h(PWi ⊕ N), N}, the insider of S cannot directly obtain PWi without knowing
of random nonce N .

Theorem 6. The proposed scheme is easily reparable.

Proof. If Ui finds or suspects that his h(x||SIDi) has been compromised, he
can select a new random number N ′ and new password PW ′

i , and then compute
h(PWi⊕N ′). Next, Ui can re-register to S by using h(PWi⊕N ′). Upon receiving
Ui’s re-registration request, S will set n′ = n+1 and compute h(x||SID′

i), where
SID′

i = (IDi||n′). Next, S stores h(x||SID′
i) in Ui’s new smart card. After

receiving the new smart card from S through a secure channel, Ui enters N ′

into it. From now on, Ui can securely login S by using his new smart card and
new password PW ′

i . In the meanwhile, the compromised h(x||SIDi) has been
revoked automatically, i.e., the login request of the adversary who has obtained
h(x||SIDi) will be rejected. Therefore, the proposed scheme is easily reparable.

Theorem 7. The proposed scheme provides mutual authentication.

Proof. The proposed scheme uses the session key exchange algorithm to provide
mutual authentication, then the key is explicitly authenticated by a mutual
confirmation values h(K||r||r′) and h(K||r′||r), respectively.

Theorem 8. The proposed scheme provides session key security.

Proof. The session key SK = h(IDi||K||r||r′) is known to nobody but Ui and
S since the session key SK is protected by K and the secure one-way hash
function.
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Theorem 9. The proposed scheme provides perfect forward secrecy.

Proof. If E can get some used random values r and r′ and the shared long-
term secret key h(x||SIDi) or x, he can compute the used session key SK.
For remedying this problem, the Diffie-Hellman key exchange algorithm can
be used for computing the session key. In this approach, we let r = ga and
r′ = gb, where a and b are random exponents chosen by Ui and S separately,
and SK = h(IDi||K||gab). Obviously, the proposed scheme provides perfect
forward secrecy.

7 Conclusion

The current paper demonstrated that Chen et al.’s SAS-like password authen-
tication schemes are insecure against some attacks. To defeat those attacks, we
presented a secret-key-based authentication scheme using smart cards. Based on
low-cost smart cards that support only simple hashing operations, the proposed
scheme has a highly efficient and is resistance to existing known attacks. Thus,
the proposed secret-key-based authentication scheme is designed to secure and
cost-efficient.
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Abstract. Multimedia applications become more dependent on software than 
hardware. However this dependency reduces the executability of multimedia 
applications over a various software platforms. Therefore, it is required that a 
multimedia middleware provides a generic software platform on which neces-
sary set of required Services can be dynamically configured on-the-fly for a 
given multimedia application. This dynamic configuration can be possible by 
signaling to the middleware a metadata which contains information about Ser-
vices for the given multimedia application on a standardized multimedia mid-
dleware, which is called MPEG Multimedia Middleware (M3W). In this paper, 
an open, flexible, and resource-efficient multimedia middleware is designed 
with a hierarchical model of multimedia Services and metadata schema for sup-
porting a dynamic configuration of the middleware Services so that the neces-
sary set of Services is dynamically configurable in the middleware.  

1   Introduction 

As the end-user’s demand for content consumption is increasing, various kinds of mul-
timedia applications have been and/or being developed for variety of multimedia envi-
ronments from the end-user applications such as games, DVD player, mp3 player, and 
digital television to the enterprise applications such as video teleconference, e-learning, 
etc. However, the advance of information technology has offered multimedia consump-
tion markets with various multimedia environments. There are many devices with vari-
ous kinds of operating systems (OS). There are also many application development 
environments. As a result, it has been difficult for application developers to create and 
maintain multimedia applications that can be deployed over a variety of different soft-
ware platforms [1]. This means that one single application needs be developed in differ-
ent but customized ways for their respective software platforms, which is not only inef-
ficient but also costly for multimedia applications.   

To cope with these difficulties, portable and interoperable multimedia applications 
should be possible to be executed on different platforms with the minimum modifica-
tion. This can be achieved by having a generic middleware in which a set of standard 
API’s provides common functionalities to the applications. 

In this paper, we propose a dynamically configurable middleware architecture 
which provides a generic service-based middleware to multimedia applications.  
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The architecture of the middleware is designed to have entities to handle the Service’s 
life-cycle. Since the Services can be independently deployed/un-deployed to/from the 
middleware, the middleware can dynamically be configured to meet the necessity of 
the applications upon request. Moreover, each Service and its interaction are modeled 
by metadata in XML form so that the configuration description becomes simpler. 

This paper is organized as follow. In section 2, we will briefly describe the concept 
of M3Wwhich can be realized by our proposed middleware architecture; In Section 3, 
the proposed middleware is introduced. It will cover the architecture and entities that 
build the middleware, the concept of a hierarchical Service structure, and metadata 
schema for describing the Service and its container (Component); In Section 4, we 
show an interesting use-case scenario that uses our proposed middleware; In Section 5, 
the implementation of the proposed middleware is presented; In Section 6 we present 
two other related work and compare them analytically to our work; and Finally, Sec-
tion 7 concludes our works. 

2   MPEG Multimedia Middleware (M3W) 

To ensure that a middleware is interoperable for various platforms and devices, it 
must be standardized. Therefore, MPEG has started an activity of standardizing the 
middleware for multimedia applications, which is called MPEG Multimedia Middle-
ware (M3W) [1][3]. The M3W will standardize the followings: 

o Multimedia APIs. They are intended to give the requesting application ac-
cess to multimedia functionalities provided by the middleware components. 

o Management APIs. They are intended to allow the handling and management 
of the middleware components, procedures are requiring to deal with proc-
esses like Service validation, downloading, instantiation, etc. 

o In-Operation APIs. They are intended to take extra functionalities into ac-
count that are essential for the sound execution of the application that request 
the Services from the middleware. 

o Other APIs. It is intended to accommodate ideas/concepts brought by he 
submitted technologies that are not stated in detail yet. 

We design and implement our middleware with the guideline from M3W’s man-
agement APIs, in-operation APIs, and/or other APIs. 

3   A Dynamically Configurable Multimedia Middleware 

A dynamically configurable multimedia middleware is designed to provide an infra-
structure to host and manage Services as well as access to them. The Service will be 
the implementation of the multimedia APIs which will be standardized by M3W 
[1][3].  

3.1   Middleware Design Objectives 

The middleware is designed to be open to host and manage any compliant implemen-
tations of the Service. Services can be implemented by any third parties as long as the 
implementation fulfils two requirements: First, it can be described by the proposed 
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metadata so that it can be recognized in the middleware. Second, it implements a set 
of APIs for managing its life-cycles of Service components. 

The Services which are hosted and managed in the middleware should be flexible 
and efficient in their implementation. To achieve this, we introduce a concept of hier-
archical model for the Service in which the implementation of more complex Service 
can be hierarchically configured by the functions provided by other Services. In this 
way, each Service can be implemented efficiently in a modular manner. If a required 
function has been instantiated in the middleware already, there should not be duplica-
tion by instantiating the same functionality from other Services. The Service should 
be flexibly linked to the already activated Service.  

The middleware should have a mechanism to configure the available Service. It 
provides a mechanism to instantiate the Services required by a client application. The 
application can signal its required functionality it needed to the middleware and based 
on that the middleware will accordingly configure its state by instantiating the best 
possible Services that meet the required functions and also by de-instantiating unused 
Services. Such automatic configuration of the required Services for the application is 
enabled signaling to the middleware the metadata that completely describes informa-
tion about the Services and their functionalities from the applications and/or applica-
tion providers. 

Finally, the middleware should operate in a resource efficient manner. It should use 
the resource from the terminal efficiently. The middleware will instantiate any Ser-
vice only if its functionality is requested and will de-instantiate it when the applica-
tion does not need it anymore. Therefore, this prevents the middleware from wasting 
terminal resources (memory, processing power, etc) for any Service that is not neces-
sary for the applications during execution. 

3.2   Middleware Architecture 

Fig 1 shows the middleware architecture which contains the following entities: 

o Service Manager. The Service Manager is a singleton entity which provides 
a Service to manage Services along with their containers (component) that 
are available in the middleware. The Service Manager shall have the respon-
sibilities such as: 

o Register/un-register a Service. Recording the information about the 
Service and its Component (packager) so that when the Service 
Manager receives a request for a certain Service, it can tell whether 
the Service is available or not.  

o Load/unload an instance of Service to/from the middleware envi-
ronment. 

o Response to the applications’ request for a Service from an applica-
tion, and give the handler/pointer of Service instance to the re-
questor. 

o Service. Provides a certain function to the applications. Each Service of-
fers/implements M3W multimedia interface(s). M3W multimedia interface is 
a collection of APIs that provide access to multimedia Services.  
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o Component. The Component is the container for carrying Services. It is also 
the trading unit which is delivered by the third party (the Service implemen-
ter) to the end-user to be installed to the middleware. 

 

Fig. 1. A conceptual diagram of the proposed middleware architecture 

3.3   A Hierarchical Model of Service  

A Service is designed to be flexible, modular, and efficient in its implementation. It 
can be achieved by letting an implementation of a Service with the interfaces exposed 
to other Service. 

 

Fig. 2. A Service composition examples 

Fig 2 illustrates the implementation of a Service that efficiently uses the functional-
ity from other Services. In Fig 2, the Video Decoder Service, for example, may con-
sist of several independent functions such as a variable length coding (VLC) function, 
discrete cosine transform (DCT) function, quantization function, motion estima-
tion/compensation function, etc. The Video Decoder Service can be implemented in a 
modular way by using other implementations that offers the required functionalities. 
Hence, in its implementation, the implementer needs to code the execution flow of 
those sub Services.  
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In other cases, suppose that, in the same middleware, the Audio Decoder Service 
also requires for the application at the same time. With the hierarchical concept of the 
Service implementation, it may not be necessary to have two DCT, VLC, and Quanti-
zation Services. The same Services that are used for the Video Decoder Service (Ser-
vice A) can also be used to serve the Audio Decoder Service (Service B) as well so 
that the middleware can be configured efficiently in the sense that there is no duplica-
tion in the offered function.  

The binding between a Service and its dependencies is mediated by the Service 
Manager. During its initialization, a Service can request to the Service Manager to 
provide its dependent Service(s). The Service Manager gives the best possible Service 
by using the knowledge from the available metadata of Services. 

3.4   Metadata for Component and Service Description and Signaling 

In this middleware design, the metadata serves as a “Model”. It provides a representa-
tion or description for middleware Component and Service. It is a deployment unit 
which is delivered to the Service Manager to be stored. 

The metadata is defined by using XML Schema [6].  We design the metadata to 
carry the information such as: 

o Component identification information such as globally unique identification 
(GUID), title, creator, abstract/synopsis of the component. 

o The content of the component. 
o List of offered interfaces for multimedia APIs. 
o List of Services that implement those offered interfaces. 

o List of the target platforms (if the implementation can be deployed into several 
platforms). 

o The license information that governs the usage of the component/Services. 
o Required usage environment for the best usage of the component. 
o Signature information to guarantee the integrity of the carried information. 

Fig 3 shows the structure of the information conceived in the metadata. By using 
the metadata, the Service Manager can determine whether a request for a certain func-
tion (Service) can be fulfilled or not. Another important capability is that the Service 
Manager can decide which the Service is the most appropriate one to be instantiated 
when there is more than one Service are available for the requested functionality. The 
selection policy depends on the implementation of the Service Manager.  

The Service Manager’s selection policy can be designed in different ways ac-
cording to its objectives. For example, if the Service Manager can be designed to 
select: 

o The component that its Service (that implements the requested interface) re-
quired the smallest number of dependent interfaces.  

o The component that its description is signed by it providing vendor so that the 
Service Manager can trust it integrity. 

o The component that its Service’s process run its process is run at (from most 
preferred to the least preferred): 
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o In-process. The Service’s process runs in the same space as the caller 
application’s space. 

o Cross-process. The Service’s process runs at the same machine but 
different space from the caller application’s space. 

o Remote. The Service’s process runs at different machine. 
o The component that does not required a strict usage environment. 

 

 

 

Fig. 3. Metadata for component & Service description 
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We introduce a use case scenario in which a multimedia application can signal the 
information in the metadata with interfaces and/or environment properties to the peer 
application as well as to the middleware. For such a signaling purpose, we design an 
element that can carry such information.  

 

Fig. 4. Metadata for interface & environment properties signaling 

Fig 4 shows the structure of the element for signaling the required interfaces and 
environment properties. The elements that describe the interface and required usage 
environment are taken from the Component and Service descriptions. 

3.5   Basic APIs for Middleware’s Entities 

We specify a set of APIs for which all the implementations of their entities reside in 
the middleware. These APIs are defined for the interaction amongst all the stake-
holder entities of the  middleware,  both  internal  interaction (Service Manager –  

Table 1. APIs for Service 

APIs Description 
object getID () Get the identification of the Service. 

Return an object representing the ID of the Service. 
boolean initialize () Initialize the Service instance. During initialization, 

the implementation may request the Service Man-
ager to provide some other Service instance. 
Return a Boolean indicating whether it is success of 
not. 

sequence<object>  
getImplementedInterfaces () 

Get all the multimedia interface(s) that this Service 
implements. 
Return a sequence of interface ID. 

void startProcess () Start the process of this Service. 
void stopProcess () Stop the process of this Service. 
void releaseResources () Release all the resources used by this Service dur-

ing its execution. The resource can be other Service 
instance it uses and/or platform’s resources 
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Component – Service) and external interaction (applications – Service Manager – 
Service). The interfaces are specified by using the Interface Definition Language 
(IDL) defined by the Object Management Group (OMG). The syntax and semantics 
of all required APIs for Service, Component, and Service Manager are shown in the 
Table 1, Table 2, and Table 3, respectively. 

Table 2. APIs for component 

APIs Description 
object getID () Get the identification of the component. 

Return an object representing the ID of the compo-
nent. 

sequence<object>  
getAvailableServices () 

Get all the Services contained in this component. 
Return a sequence of Service ID 

Service instantiateService 
(object guid) 

Instantiate a Service by giving its ID. 
Input: guid - the ID of the Service to be instantiated. 
Return a pointer to the instantiated Service. Null if 
fail. 

Table 3. APIs for Service Manager 

APIs Description 
boolean isServiceAvailable 
(object interfaceID) 

Check whether there is a Service that provides a 
certain function. 
Input: interfaceID – the ID of the standard interface 
for certain functionality. 
Return a boolean indicating whether the Service is 
available or not. 

Service getService  
(object interfaceID) 

Get an instance of a Service. 
Input: interfaceID – the ID of the standard interface 
for certain functionality. 
Return a pointer to the Service instance. Null if fail. 

boolean releaseService 
(object ServiceID) 

Release the Service after using it. 
Input: ServiceID – the ID of the Service to be re-
leased. 
Return a boolean indicating whether releasing proc-
ess is success of not. 

boolean register 
(object metadata) 

Register a component and all its Services. 
Input: metadata – the metadata of the component. 
Return a boolean indicating whether registration 
process is success or not. 

boolean unregister 
(object componentID) 

Un-register a component and all its Services. 
Input: componentID – the ID of the component to 
be un-registered. 
Return a boolean indicating whether un-registration 
process is success or not. 
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4   A Use Case: Configuring the Middleware  

A use-case scenario is described to show the efficiency of the middleware in  
Section 3. The scenario involves a server application which provides content, a mul-
timedia application (client application) that runs on the client terminal, and middle-
ware that provide the multimedia functionality on the client application. 

When the client application requests a specific content to the server, the server sends 
the list of the required Services for consuming the content instead of sending the content 
first. The format of the list follows the metadata for signaling the required interface and 
environment properties as described in Section 3.4. The client application needs to make 
sure that all required Services are available in the middleware.  

 

Fig. 5. A use-case sequence diagram 

Fig 5 shows a brief sequence diagram of this scenario. There is a missing Service 
in the middleware, the client application may need to get the missing Service imple-
mentation (probably provided by the server as well) and register it to the middleware. 
The middleware will only instantiate the Service that is requested by the application 
so that, at a snapshot of time, only the in-used Service instances are active in the 
middleware. 

5   Middleware Implementation and Experimental Results 

We have implemented our proposed middleware and an application that demonstrates 
the use-case described in Section 3. The middleware infrastructure is implemented by 
using JavaTM programming language. The communication protocol for middleware’s 
stakeholder is implemented by the Remote Method Invocation (RMI). Our implemen-
tation has been tested whether it also performs properly on a PC with the Microsoft 
Windows XPTM as its operating system. 

 Fig 6 shows the graphical user interface (GUI) of the implementation. The mid-
dleware observer displays the status information of the middleware, starting from the 
registering Services, loading Services, and events from all entities of the middleware. 
As shown in Fig 6.a, the middleware does not have any loaded Service when there is 
no application in execution. 
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a. Middleware observer GUI 

 
b. Middleware with Encrypted Video Player is running 

Fig. 6. An implementation of the middleware 

The client application as shown in Fig 6.b is an secured video player. It plays a 
DES-encrypted MPEG-2 video content. For content-consumption process, the appli-
cation requests the middleware to instantiate the required Services such as a DES 
decryption Service, and an MPEG-2 decoder and player Service. All the events that 
happen in the middleware are displayed as shown in Fig 6.b. 
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6   Related Work 

Two recent works in the multimedia middleware and component-based framework for 
multimedia application are most related to our work for which some concepts and/or 
objectives are similar. So those two related works might be used for comparison ana-
lytically. Layaida and Hagimont develop a component-based framework for building 
self-adaptive multimedia applications, so called PLASMA [5]. PLASMA uses the 
component-based concept in which every function of the multimedia application is 
realized. The application in the PLASMA framework is made up of the combination 
of PLASMA components. The PLASMA components can be configured automati-
cally according to the condition of its execution environment. Compared to our work, 
PLASMA has major differences as follow: 

o The components are implemented in the application itself as there is no clear 
separation concept between the application and the middleware layer. Hence, 
the application is not independent of the middleware since it has to know how 
the implementation is made in detail. On the other hand, our work has a clear 
separation between the application and the middleware layer. Any application 
can access its required functionalities offered by the middleware (in the form 
of Service) via defined a set of standard APIs only. 

o Although both our work and PLASMA uses the component-based (Service-
based in our case) and hierarchical model, the component sharing in PLASMA 
is only intra application while in our work since the Services are reside in the 
middleware layer that serve many applications, the sharing can be done inter 
applications. Hence in the case that terminal hosts several concurrent applica-
tions, our proposed middleware shall be more efficient regarding the resource 
consumption. 

o We use metadata for describing the Component and Services so that they can 
be controlled in a higher level compared to the PLASMA framework control 
its Components.  

A more popular work is Oscar (open source implementation of OSGi) middleware 
developed by OSGi (Open Services Gateway initiative) alliance (see 
http://www.osgi.org). In Oscar, the applications are considered the bundles or compo-
nents that will be installed onto the middleware. The middleware itself then provides 
a common platform to handle the life cycle of the application such as executing, stop-
ping, pausing, removing it from the middleware, etc. So the application itself is part 
of the middleware. However in our work, the object that is installed onto the middle-
ware is the Service, not the application.  

7   Conclusion 

In this paper we present a dynamically configurable multimedia middleware. With the 
combination of Service-based architecture, metadata schema, and a hierarchical 
model of the Service, our proposed middleware has four advantages: 
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o It is open to any third party for their own implementation as long as it is com-
pliant to the defined metadata and APIs for managing the life-cycle of Ser-
vices in the middleware. 

o The implementation of the Service is flexible and efficient since the hierarchi-
cal model of Services allows a Service implementation to make use of any re-
quired functionality provided by other Services. 

o The middleware is dynamically configurable to provide functionalities for the 
multimedia applications by instantiating and/or de-instantiating the necessary 
Services. 

o The middleware is also resource-efficient since, at a snapshot of time, only the 
instances of Services that are used by the application become active. 

The proposed middleware has been submitted as a contribution to the standardiza-
tion of M3W. The concept of the metadata based middleware configuration has been 
accepted as a basis for further development of the M3W. Our future work will pursue 
to enhance this middleware as the M3W activity towards an international standard of 
a multimedia middleware. 
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Abstract. Perceived voice quality is a key metric for VoIP applications. It is 
mainly affected by IP network impairments such as delay, jitter and packet loss. 
Adaptive smoothing algorithms are capable of adjusting dynamically the 
smoothing size by introducing a variable delay based on the network delay and 
loss parameters to archive the best voice quality. This work formulates an 
online loss model which incorporates buffer sizes and introduces an efficient 
and feasible perceived quality method for buffer optimization. Distinct from the 
other optimal smoothers, the proposed optimal smoother suitable for most of 
codecs carries the lowest complexity. Since the adaptive smoothing scheme in-
troduces variable playback delays, the buffer re-synchronization between the 
capture and the playback becomes essential. This work also presents a buffer re-
synchronization algorithm to prevent unacceptable increase in the buffer over-
flow. Simulation experiments validate that the proposed adaptive smoother ar-
chives significant improvement in the voice quality. 

1   Introduction 

The rapid progress of the development of IP-base network has enabled numerous 
applications that deliver not only traditional data but also multimedia information in 
real time. The next generation network, like an ALL-IP network, is a future trend to 
integrate all heterogeneous wired and wireless networks and provide seamless world-
wide mobility. In an All-IP network, one revolution of the new generation Internet 
applications will realize VoIP services that people can talk freely around through the 
mobile-phones, the desktops and VoIP telephones at any time and place. Unfortu-
nately, the IP-based networks do not guarantee the available bandwidth and assure the 
constant delay jitters (i.e., the delay variance) for real time applications. In other 
words, individual transmission delays for a given flow of packets in a network may be 
continuing to change caused by varying traffic load and differing routing paths due to 
congestions, so that the packet network delays for a continuous series of intervals (i.e. 
talkspursts) at the receiver may not be the same (i.e. constant) as the sender. In addi-
tion, a packet delay may introduce by the signal hand-out or the difference of band-
width transportation in wireless/fixed networks.  
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For delay sensitive applications, a dominating portion of packet losses might be 
likely due to delay constraint. A late packet that arrives after a delay threshold deter-
mined by playback time is treated as a lost packet. A tight delay threshold not only 
degrades the quality of playback but also reduces the effective bandwidth because a 
large fraction of delivered packets are dropped. In fact, delay and loss are normally 
not independent of each other. In order to reduce the loss impact, a number of applica-
tions utilize an adaptive smoothing technique in which buffers are adopted to reduce 
the quality damage caused by loss packets. However, a large buffer will introduce 
excessive end-to-end delay and deteriorate the multimedia quality in interactive real-
time applications. Therefore, a tradeoff is required between increased packet loss and 
buffer delay to achieve satisfactory results for playout buffer algorithms. 

In the past, the works on the degradation of the voice quality consider the effect of 
packet loss, but not that of packet delay. Within literature on predicting delays, the 
use of neural network models to learn traffic behaviors [1] requires relatively high 
complexity or a long learning period. Therefore, we consider the smoothers [2]-[8] 
which employ statistical network parameters related with the voice characteristic, i.e. 
loss, delay and talk-spurt that have significant influence to the voice quality. They 
detect delay spike in traffic and quickly calculate the required buffer size to keep the 
quality as good as possible.  

The E-model is a computational model, standardized by ITU-T in G.107, G.109 
and G.113 which uses the various transmission parameters to predict the subjective 
quality of packetized voice. Unfortunately, the E-model is complex to analyze in the 
optimization process. An alternative study is to apply a simplified E-model, first pro-
posed by R. Cole and J. Rosenbluth [9], based upon observed transport measurements 
in the VoIP gateways and the transport paths. Authors indicated the simplified E-
model method requires more pattern cases for traces to enhance the validation. Atzori 
and Lobina [10], and L. Sun and E. Ifeachor [11] proposed to utilize a simplified E-
model that considers the loss and delay together to set a dijitter time, which is the 
optimal playout delay derived by a dynamic programming-based solution. However, 
the usability and the accuracy of a simplified E-model will be limited by non-typical 
traffic patterns.  

For perceptual-based buffer optimization schemes for VoIP, voice quality is 
evaluated as a key metric since it represents user’s perceived QoS. However, it re-
quires an efficient and accurate objective way to optimize perceived voice quality. To 
consider the well-defined delay and loss impairments of the E-model, we employ a 
complete E-model for the quality optimization to obtain optimal perceived voice  
quality. 

In a packet switching network, without a resynchronization scheme, a playback 
clock with a minor frequency error will eventually cause a buffer overflow or an un-
derflow at the receiving end. The overflow packets are usually discarded due to the 
finite buffer size and the real-time requirement. This discontinuity caused by dis-
carded packets might create an unpleasant effect to the playback quality because the 
lost packets could be the important part of the signals. This effect is more serious for 
audio signals than video signals because human ears are more sensitive to the continu-
ity of sounds than human eyes. 
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The contributions of this paper are three-fold: (i) A new method optimizing voice 
quality for VoIP is easily applied to codecs which were well-defined in the ITU-T E-
model. (ii) Different from the other optimal smoothers, our optimal smoother has the 
lowest complexity with ( )nO . (iii) A feasible scheme is introduced to solve the buffer 

re-synchronization problem. 

2   Related Work 

The performances of the proposed playout approach are compared with the other 
approach. In particular, for non-dynamic programming-based solutions, i.e. the linear 
filter, Spike Detection (SD) algorithm [2]-[11] was referred by most people. A delay 
spike is defined as a sudden and significant increase of network delay in a short pe-
riod often less than one round-trip. This algorithm adjusts the smoothing size, i.e. 
playback delay, at the beginning of each talk-spurt. The results of this algorithm are 
therefore compared to the results obtained herein. 

The SD Algorithm in [2] estimates the playout time ip  of the first packet in a talk-

spurt from the mean network delay id  and the variance iv  for packet i  as 

iiii v dtp γ++=  (1) 

where it  represents the time at which packet i  is generated at the sending host and γ  
is a constant factor used to set the playout time to be “far enough” beyond the delay 
estimate such that only a small fraction of the arriving packets could be lost due to 
late arrival . The value of 4=γ  is used in simulations [3]. The estimates are recom-
puted each time a packet arrives, but only applied when a new talk-spurt is initiated.  

The mean network delay id  and variance iv  are calculated based on a linear re-

cursive filter characterized by the factors α  and β . 
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Where in  is the total “delay” introduced by the network and typical values of α  and 
β  are 0.998002 and 0.75 [3], respectively.  

The decision to select α  or β   is based on the current delay condition. The condi-
tion in  > 1−id  represents network congestion (SPIKE_MODE) and the weight β  is 
used to emphasize the current network delay. On the other hand, in  ≤  1−id  repre-
sents network traffic is stable, and α  is used to emphasize the long-term average. 

In estimating the delay and variance, the SD Algorithm uses only two values α  
and β  that are simple but may not be adequate, particularly when the traffic is  
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unstable. For example, an under-estimated problem is when a network becomes 
spiked, but the delay in  is just below the 1−id , the SD Algorithm will judge the net-
work to be stable and will not enter the SIPKE_MODE. 

3   Adaptive Smoother with Optimal Delay-Loss Trade off  

The proposed optimal smoother is derived using the E-model to trade off the delay 
and loss. This method involves, first, building the traffic delay model and the loss 
model. Second, the delay and loss impairments of the E-model are calculated accord-
ing to the delay and the loss models. Third, the E-model rank R  is maximized and 
thus the delay and loss optimized solution is obtained.  

In this study, voice packets are assumed to be generated at a constant packet rate. 
Current voice codecs used in standard VOIP (H.323 or SIP) systems, e.g., G.711, 
G.723.1 and G.729, generally fit this assumption although the packet size may be 
different when the voice is inactive. 

3.1   E-Model Description 

In the E-model, a rating factor R represents voice quality and considers relevant 
transmission parameters for the considered connection. It is defined in [12] as: 

Aeff_IeIdIsRoR +−−−=  (3) 

Ro  denotes the basic signal-to-noise ratio, which is derived from the sum of dif-
ferent noise sources which contain circuit noise and room noise, send and receive 
loudness ratings. Is  denotes the sum of all impairments associated with the voice 
signal, which is derived from the incorrect loudness level, non-optimum sidetone and 
quantizing distortion. Id represents the impairments due to delay of voice signals, that 
is the sum of Talker Echo delay (Idte), Listener Echo delay (Idle) and end-to-end 
delay (Idd). eff_Ie denotes the equipment impairments, depending on the low bit rate 

codecs (Ie, Bpl) and packet loss (Ppl) levels. Finally, the advantage factor A is no 
relation to all other transmission parameters. The use of factor A in a specific applica-
tion is left to the designer’s decision. 

3.2   The Delay and Loss Models in E-Model 

For perceived buffer design, it is critical to understand the delay distribution modeling 
as it is directly related to buffer loss. The multimedia characteristics of packet trans-
mission delay over Internet can be suggested by statistical models which follow a 
Pareto distribution for Internet packets (for an UDP traffic) has been shown to consis-
tent with a Pareto distribution [13][14]. In order to derive an online loss model, the 
packet end-to-end delay is assumed as a Pareto distribution with parameter a  and k  
at the receiving end for a multimedia traffic. The CDF of the delay distribution )t(F  

can also be represented by [13][15] 
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and the PDF of the delay distribution )t(f  is 
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In a real-time application, a packet loss that is solely caused by extra delay can be 
derived from the delay model )t(f .  Figure 1 plots the delay function )t(f  , which 
shows that when the packet delay exceeds the smoothing time; the delayed packet is 
regarded as a lost packet. The loss function )t(l b  can be derived from Fig. 1 as  
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From Eqs. (5) and (6), we obtain the delay and loss functions that will be used in 
delay and loss impairments of the E-model. 

 

Fig. 1. The relation of smoothing delay and loss 

3.3   Optimization on E-Model 

The delay and loss factors over transmission have greater impacts to the voice quality 
than the environments or equipments. To simplify the optimization complexity, we 
make assumptions in a communication connection as the following: (i). The circuit 
noise, room noise and terminate signals will not change. ( Ro  and Is  are fixed). (ii). 
An echo delay in the Sender/Receiver will not change. (Idte and Idle are fixed). (iii). 
A codec will not change (Ie is fixed). In [12], R is rewritten as Eq. (7) 

( ) eff_IeIddAIdleIdteIsRoR −−+−−−=  (7) 
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where Idd is approximated by  
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Factors Ie and Bpl are defined in [16] and aT  is one-way absolute delay for echo-

free connections. 
Due to the three assumptions above, the optimization process can be concentrated 

on the parameters of Idd and Ie_eff . Eq. (7) is derived to yield Eq. (10) 
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According to Eq. (6), the loss probability of a smoothing time t is 
a

t

k
Ppl = , so 

the solutions for t  are difficult to get directly from Eq. (10) since it contains the com-
plex polynomial and exponential function. Therefore, some researches employ dy-
namic programming tools that need a large of computing procedures, like MATLAB, 
to calculate an optimal solution.  

Owing to simplify a large quantity of computations and solve the best smoothing 
time t , we consider the following three conditions. (i). In Eq. (8), when the smoothing 
time 100≤t ms, Idd is zero (no delay impairment). It implies a smoother should set the 
minimum smoothing delay to 100 ms to prevent the most packet loss. (ii). The maxi-
mum end-to-end delay of 250 ms is acceptable for most user applications to prevent 
serious voice quality destruction. (iii). For a common low bit rate codec, like G.723.1 
and G.729, the frame rate is fixed. Based on a fixed frame rate of various  
codec i , denodes as ifr , we can analyze some cases, ( )ms fr t i+= 1001 , 

( )ms frt i 21002 ⋅+= , …, ( )ms nfrt in ⋅+= 100 , and nt should less than the maximum 

acceptable delay 250 ms to calculate the correspondence, 1R , 2R , …, nR , by the nu-

merical analysis in Eq. (10) and an error is less than 0.001. Here we can find a maxi-

mum { }n,m R,,RRR L21∈  by computing the 
−=

ifr
n

100250
 times to obtain the op-

timal smoothing buffer size. The optimal smoothing buffer size will be calculated as 

ifrm ⋅+100  ms to keep the optimal voice quality. 
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4   Buffer Re-synchronization 

A necessary condition that a smoother can work correctly is the synchronization be-
tween the capture and the playback. This section proposes a buffer re-synchronization 
machine (BRM) to help synchronization and the clock drift analysis of re-
synchronization to validate the effectiveness.  

4.1   Buffer Re-synchronization Machine 

This work proposes a synchronization scheme that segments audio signals by detect-
ing silences. The mismatch between the capture and the playback clocks is solved by 
skipping silences at the receiving end. The duration of the silent period may be short-
ened negligibly degrading the quality of playback. An active packet contains voice-
compressed data, whereas a silent packet does not. Skipping some silent packets will 
not significantly degrade the quality of the voice, but can efficiently prevent the 
buffer from overflowing. Notably, k (could be adjusted) continuous silent packets 
could be utilized to separate different talkspurts. 

 

Fig. 2. Buffer Re-synchronization Machine 

Figure 2 depicts the buffer re-synchronization algorithm. Init-state, Smooth-state, 
Play-state and Skip-state are used to represent the voice conference initialing, the 
buffer smoothing, the buffer playing out, and the silent packets skipping, respectively, 
and “A” and “S” represents an active packet and a silent packet, respectively. 

In the Init-state the buffer waits for the first arriving packets to initialize a voice 
conference. If Init-state receives an “S”, it stays in Init-state; otherwise when an “A” 
is received, the Smooth-state is activated to smooth the packets. In the Smooth-state, 
the smoothing time b  is computed by applying the optimal adaptive smoother algo-
rithm dynamically. When the buffer smoothing time is over b , the Play-state is acti-
vated; otherwise it stays in Smooth-state for smoothing. In the Play-State the packet is 
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fetched from the buffer and played out. In fetching process, when it encounters three 
consecutive S packets, implying that the talk-spurt can be ended, the buffer re-
synchronization procedure then switches to the Skip-state. In the Skip-state, if “A” is 
fetched from buffer, it means the new talk-spurt has begun, and then it skips remained 
silent packets in the buffer, and switches to the Smooth-state to smooth the next talk-
spurt. Otherwise, if “S” is fetched from buffer, it implies current talk-spurt is not 
ended and will be decoded to play out at the same state. 

With the above four-state machine, the smoother can smooth the packets at the 
beginning of the talkspurt to avoid buffer underflow in the Smooth-state and skip 
the silent packets at the end of the talkspurt to prevent the overflow in the  
Skip-state. 

4.2    Effectiveness of Re-synchronization 

To demonstrate the effectiveness of re-synchronization machine for buffer overflow, 
we analyze the clock inconsistence constraint as the following. sC  and rC  represent 

the sender clock (frame/sec) and the receiver clock, respectively, and aM  and sM  

denote the mean active packets and mean silent packets in a talkspurt, respectively. 
The buffer overflow caused by the clock inconsistence (difference) will occur when 

sC  is large than rC  condition. rs CC − , the difference value by subtracting the re-

ceiver clock from the sender clock, represents the positive clock drift between the 
sender and the receiver. Therefore,  ( ) ( )( )time_frameMMCC sars ∗+∗−  represents 

the mean extra buffer size caused by the positive clock drift for a mean talkspurt time. 
In order to distinguish the consecutive talkspurts, at lease k  silent packets are util-
ized. Therefore, the smoother has kM s −  silent packets to be skipped and resynchro-

nizes with the following talkspurt. When the re-synchronization machine satisfies  

( ) ( )( ) ( )kMtime_frameMMCC ssars −≤∗+∗− , (12) 

the buffer overflow cause by the positive clock drift will not occur. 

5    Simulation 

5.1   Simulation Configuration 

A set of simulation experiments are performed to evaluate the effectiveness of the 
proposed adaptive smoothing scheme. The OPNET simulation tools are adopted to 
trace the voice traffic transported between two different LANs for a VoIP environ-
ment. Ninety personal computers with G.729 traffics are deployed in each LAN. The 
duration and frequency of the connection time of the personal computers follow Pois-
son distributions. A six-hour simulation was run to probe the backbone network delay 
patterns, which were used to trace the adaptive smoothers and compare the effects of 
the original with the adapted voice quality. 
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Fig. 3. The simulation environment of VoIP 

Table 1. Simulation parameters 

Attribute Value 

Numbers of PC in one LAN 90 PCs 

Codec G.729 

Backbone T1 (1.544 Mps) 

LAN 100 Mbps 

Propagation delay Constant 

Router buffer Infinite 

Packet size 50 bytes  
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Figure 3 shows the typical network topology in which a T1 (1.544 Mbps) backbone 
connects two LANs, and 100 Mbps lines are connected within each LAN. The propa-
gation delay of all links is assumed to be a constant value and will be ignored (the 
derivative value will be zero) in the optimization process. The buffer size of the bot-
tlenecked router is assumed to be infinite since the packet loss in router buffer is not 
considered in the performance comparison of adaptive smoothers. The network end-
to-end delay for the G.729 traffic with data frame size (10 bytes) and RTP/UDP/IP 
headers (40 bytes) is measured for six hours by employing the OPNET simulation 
network. Table 1 summarizes the simulation parameters. Figure 4(a) and 4(b) plot the 
end-to-end traffic delay patterns and the corresponding delay variances for VoIP traf-
fic observed at a given receiver. The results validate that individual transmission de-
lays for a given G.729 flow of packets in a network are continuing to change caused 
by varying traffic load; therefore, the arrival packet rates for a continuous series of 
intervals (i.e. talkspursts) at the receiver are not constant any more as the sender. 

5.2   Voice Quality in Smoothers 

The test sequence is sampled at 8 kHz, 23.44 seconds long, and includes English and 
Mandarin sentences spoken by male and female. Fig. 5 lists the E-mode score R of the 
voice quality. It shows that the optimal method has the significant improvement in the 
voice quality over SD smoother, because our proposed optimal smoother truly opti-
mizes with the delay and loss impairments in a transmission planning of the  
E-model.  
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Fig. 5. The quality scores of smoothers 

5.3   Re-synchronization Effectiveness for the Positive Clock Drift  

A listening evaluation experiment was performed to analyze the required proper num-
ber of silent packets to segment the consecutive talk-spurts well. It was found in our 
experiments that at least three silent packets (e.q. 10 ms per packet in G.729) are 
required to separate talkspurts. 

We analyze the G.729 voice sources used in our experiments and find the percent-
age of the mean active and mean silent segment length in a talkspurt are 0.51 and 0.49 
respectively, and the maximum talkspurt length is 257 packets. k=3 is adopted to 
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segment the consecutive talkspurt. From the Eq. (12), we can calculate the effective 
clock drift between the sender and the receiver rs CC −  should be less than or equal 
to  ( ) 84710102573490257 3 .))((. =−∗∗−∗  (frame/sec). Normally, the clock drift 
will not be over 47.8 (frame/sec) when a sender of G.729 transmits 100 (frame/sec) to 
the networks. Consequently, the smoother can avoid the buffer overflow well in our 
case. 

6   Conclusion 

This article proposes an adaptive smoothing algorithm that utilizes the complete  
E-model to optimize the smoothing size to obtain the best voice quality. The buffer 
re-synchronization algorithm is also proposed to prevent buffer overflow by skipping 
some silent packets of the tail of talk-spurts. It can efficiently solve the mismatch 
between the capture and the playback clocks. Numerical results have shown that our 
proposed method can get significant improvements in the voice quality which bal-
ances the target delay and loss. 
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Indoor Scene Reconstruction Using a Projection-Based 
Registration Technique of Multi-view Depth Images∗ 
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Abstract. A novel registration method is presented for 3D point clouds, ac-
quired from a multi-view camera, for scene reconstruction. In general, conven-
tional registration methods require a high computational complexity, and are 
not robust for 3D point clouds with a low precision. To remedy these draw-
backs, a projection-based registration is proposed. Firstly, depth images are re-
fined based on temporal property by excluding 3D points with large variations, 
and spatial property by filling holes referring to neighboring 3D points. Sec-
ondly, 3D point clouds are projected to find correspondences and fine registra-
tion is conducted through minimizing errors. Finally, final colors are evaluated 
using colors of correspondences, and a 3D virtual environment is reconstructed 
by applying the above procedure to several views. The proposed method not 
only reduces computational complexity by searching for correspondences on an 
image plane, but also enables an effective registration even for 3D points with a 
low precision. The generated model can be adopted for interaction with a virtual 
environment as well as navigation in it. 

1   Introduction 

Image-based reconstruction of a real environment plays a key role in providing visual 
realism while allowing a user to navigate in and interact with a Virtual Environment 
(VE). The visual realism of reconstructed models encourages a user to interact with 
the VE proactively. Furthermore, the generated VE allows the user to manipulate 
augmented objects while walking around the VE by removing/augmenting virtual 
objects from the viewpoint of Mediated Reality (MR) [1]. Unlike the methods using 
modeling tools or ones based on active range sensors, image-based modeling methods 
not only preserve realism but also provide a simple modeling process. Especially, off-
the-shelf multi-view cameras enable to generate models more easily. Thus, a delicate 
registration is required to register 3D point clouds to reconstruct models. Note that 
unlike 2D registration, 3D registration may generate interactive image-based models. 

Until now, various registration methods have been proposed. ICP (Iterative Closest 
Point) has been widely used, and Color ICP was proposed by Johnson [2][3]. Another 
approach is to project data sets onto an image plane and to pair points [4][5]. Color or 
intensity image was used to improve matches by using the intensity gradients on the 
projection plane, and back-projecting to get a 3D point pair [6]. Especially, Pulli 
                                                           
∗ This work was supported in part by MIC through RBRC at GIST, and in part by CTRC at 
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adopted a projective registration method employing planar perspective warping, and 
Bernardini et al. searched the neighborhood and paired locations that maximize the 
cross-correlations [7][8]. Sharp et al. defined invariant features to improve ICP, and 
Fisher applied projective ICP to Augmented Reality [9][10]. On the other hand, Ni-
shino et al. presented an optimization method based on M-estimator [11]. However, 
most methods rely on accurate equipments and require much time for modeling. If 3D 
points have large error variations, results are not reliable. Stereo cameras are usually 
exploited for an object modeling instead of an indoor scene reconstruction. 

To address these weaknesses, a projection-based registration is proposed. Firstly, a 
depth image is refined based on the spatio-temporal property of 3D point clouds using 
adaptive uncertainty region. Secondly, correspondences are searched for through the 
modified KLT feature tracker for projected 3D point clouds. Then, 3D point clouds 
are fine-registered by minimizing errors. Finally, each 3D point is evaluated referring 
to correspondences, and a new color is assigned. Thus, we reconstruct an indoor envi-
ronment by applying the above procedure to several views. The proposed method is 
carried out effectively even if the precision of 3D point cloud is relatively low by 
using the correlation of features with the neighborhood. Thanks to 2D-based registra-
tion, computational complexity is also low. Also, the proposed method makes 3D 
reconstruction easy just by placing a multi-view camera at several positions. 

The paper is organized as follows. In Chapter 2, 3D reconstruction of an indoor 
scene is explained. After experimental results are analyzed in Chapter 3, conclusions 
and future work are presented in Chapter 4. 

2   3D Reconstruction of an Indoor Scene 

2.1   Depth Image Refinement 

In general, passive techniques use images generated by the light reflected by objects. 
However, disparity estimation results in inherent stereo mismatching errors, usually at 
depth discontinuities and on homogeneous areas. These errors cause poor registration 
results. Thus, unreliable areas should be eliminated before registration. In this regard, 
a depth image is refined by spatio-temporal property. In the first step, erroneous 3D 
points are removed using the temporal property that the erroneous 3D points change 
dramatically in 3D space with time. In the second step, holes are filled by means of 
the spatial property that there is a spatial correlation among neighboring pixels. Fig. 1 
shows a flow diagram for 3D reconstruction. Overall procedure and its projection-
based registration part are described in Fig. 1(a) and Fig. 1(b), respectively. 

In the depth map of a static scene, depth variation of each pixel is modeled as a 
Gaussian distribution. After investigating the depth value of each pixel, we get rid of 
the pixels whose depth variation is larger than the threshold value, Thi, for the ith 
pixel. 

),,( cccii zyxThασ >  (1) 

where σi represents a standard deviation for the ith pixel and α denotes a scale factor. 
(xc yc zc)

T is a translation vector from the optical center of a camera to the center of 
uncertainty region. 
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Two sets of color data & disparity maps

Registered 3D point clouds

Noise removal using Gaussian distribution
properties of disparity map value

Median Filtering

Hole Filling

Projection-based Registration

Color Selection

 
MSE < threshold

NO

YES

STOP

3D data from source view
3D data from destination view

Projection of 3D data acquired from
destination view onto destination view

Projection of 3D data acquired from
source view onto destination view

Corresponding features searching
using KLT Feature Tracker

Cost function minimization using
Levenberg-Marquardt algorithm

Rotation and translation matrix update

Rigid transformation of source point set S

 
(a) (b) 

Fig. 1. Flow diagram for 3D reconstruction (a) overall procedure (b) projection-based registration 
part of (a) 

The adaptively changing error bound appears to be ellipsoidal in a 3D space, and 
we call it as Adaptive Uncertainty Region (AUR). The AURs are determined based on 
the error tolerance of each axis [12]. Its uncertainty distance, for each axis, is modeled 
as a Gaussian distribution. The Gaussian distributions increase linearly with the dis-
tance along x or y axis, and increase monotonically with the distance along z axis, 
respectively. The ellipsoid is also rotated with respect to the optical center reflecting 
the direction of ray that originates at the camera center and passes though each pixel. 
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where (x′ y′ z′)T is a final uncertainty region in terms of 3D coordinates of a scene 
with respect to the optical center. Δx, Δy and Δz represent uncertainty distances along 
each axis. 
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Then, Median filter is applied to remove spot noises. Finally, hole filling is re-
quired for the holes, generated during the above step, and homogeneous areas. That is, 
spatial property for a current 3D point, i.e. spatial correlation among 3D points of 
neighboring pixels, is exploited. 

2.2   Initial Registration 

The depth image refinement removes inherent stereo mismatching errors, and reduces 
the error bound of 3D point cloud. However, the precision of 3D point cloud is still 
low for registration. That is, the registration method exploiting the conventional ICP, 
which employs the shortest distance, is inappropriate. Thus, a projection-based regis-
tration method is proposed by effectively carrying out a pairing process that searches 
for correspondences between 3D point clouds acquired from two views, destination 
and source views. As shown in Fig. 6, we let a multi-view camera be located around a 
wall while acquiring partial surfaces successively. Destination and source views mean 
the views of a camera at the previous and current positions, respectively.  

In the initial registration phase, a rigid-body transformation is applied to 3D 
points of corresponding features to estimate the poses of a multi-view camera [13]. 
Actually, any method, such as semi-automatic one [7], can be used for the initial 
registration. Thus, 3D point clouds are initially registered. Fig. 2 shows the projec-
tion of each 3D point cloud acquired from destination and source views onto the 
destination view after the initial registration. Fig. 2(a) and Fig. 2(b) are projection 
results of 3D point clouds, which are acquired from the destination and source views, 
onto the destination view. A constant value is assigned to unprojected pixels to dif-
ferentiate them from projected ones. It should be noted that the projection of 3D 
point cloud acquired from the source view causes self-occlusion. This is eliminated 
based on the rays that originate at the camera center and pass though each pixel. 
Theoretically, Fig. 2(b) should be a subset of Fig. 2(a). However, discrepancies exist 
due to the errors in disparity estimation, camera calibration, etc. Therefore, an accu-
rate geometric relationship between two views is found by minimizing distance er-
rors between correspondences. Thus, fine registration should be employed to com-
pensate the errors. 

 

  
(a) (b) 

Fig. 2. Projected images (a) projection of 3D point cloud of destination view onto its own view 
(b) projection of 3D point cloud of source view onto destination view 

In general, projection of 3D point cloud acquired from the source view onto the 
destination view results in floating-point numbers. Thus, there occur unprojected  
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pixels. These generate false alarms when corresponding features are searched for 
through a modified KLT [14]. In this case, linear interpolation is useless since it 
makes the object boundaries smoothed. On the other hand, bi-linear interpolation 
cannot be used since the relation of two images is unknown. 

Not only to preserve an original image but also to remove unprojected pixels, a 
two-step integer mapping is presented as shown in Fig. 3. Firstly, a search range is set 
to −0.5~0.5 along x and y axes for a grid point. The color of grid point is decided by 
relative distances with neighboring pixels. Secondly, the search range is expanded to 
−1.0~1.0 and a similar procedure is conducted for grid points which do not include 
any projected point at the first step. Fig. 4 shows the results. Fig. 4(a) is an enlarged 
part of Fig. 2(b), and Fig. 4(b) is the result after applying the mapping. 

Grid pointProjected point

Search range for 1 st step Search range for 2 nd step
 

Fig. 3. Two-step integer mapping 

  
(a) (b) 

Fig. 4. Two-step integer mapping results (a) before (b) after 

2.3   Projection-Based Registration for Partial 3D Point Clouds 

Correct pairing plays a key role in accurate registration to compensate the errors in-
duced by the disparity estimation, camera calibration, etc. In fine registration phase, 
corresponding features, on 2D image plane instead of 3D space, are employed. That 
is, a feature-based approach is proposed by exploiting corresponding features within 
the overlapping area.  

Let us consider two textured surfaces that are already in the initial alignment. If 
you render the acquired 3D surfaces, as they would be seen from an arbitrary view-
point, the resulting 2D color images are also in alignment. Each point on the source 
surface projects to the same pixel as its corresponding point on the destination sur-
face. If we could move the partial surface of source view such that its projected image 
aligns well with the image of the other surface, we could be confident that visible 
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surface points projecting to the same pixel correspond to the same point on the object 
surface. We can then find good point pairs by pairing points that project to the same 
pixel. 

We apply our registration method to align two partial surfaces by iteratively ad-
justing extrinsic calibration parameters of source view with respect to destination 
view. In other words, we apply a Euclidean transformation T: ℜ3  ℜ3 to the 
source surface. The destination surface, SDst, is projected onto its own image plane 
and features, fDst, are extracted in the projected image plane. On the other hand, at 
each iteration, the source surface, SSrc, is projected onto the destination image plane 
and corresponding features, fSrc’, are searched for. This is illustrated in Fig. 5.  

Partial surface from
destination view

Partial surface from
source view

Destination view Source view

Destination
image plane

Source
image planefDst

fSrc’

fSrc

PDst

PSrc

SDst

SSrc

VDst
VSrc  

Fig. 5. Selection of corresponding features 

For each feature fDst of the destination image, the corresponding feature fSrc’ of the 
source image is found in the neighborhood of the same position as fDst using the modi-
fied KLT feature tracker. PDst and PSrc are 3D points of fDst and fSrc, respectively. And 
cDst and cSrc are RGB color components of fDst and fSrc, respectively. 

Firstly, features are extracted over the overlapping area, Ω, in the destination im-
age. The modified KLT feature tracker is adopted to extract feature corners that are 
robust to noise and can be tracked well. For this, local autocorrelation and eigenvalues 
are computed. After features are extracted, SSrc is projected onto the destination image 
plane using the same calibration parameters as the projection of SDst. Then, corre-
spondences are searched for in the projected source image using cross-correlation in 
sub-pixel unit. However, there may occur some mismatches that should be filtered 
out. In order to guarantee correct paring, RANSAC is applied at each iteration [15]. 
By exploiting RANSAC, we can eliminate outliners and obtain only correct pairs 
between source and destination views. 
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Projecting SSrc onto the destination image plane produces an image ISrc’. Then, we 
can define a cost function measuring the mismatch between ISrc’ and destination im-
age IDst. 
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where κ1 is described as follows to exclude the pair whose distance in 3D space ex-
ceeds a preset threshold Th. In other words, the pair, whose depth difference is large, 
is not included. 
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κ2 is a weighting factor for color information and N denotes the number of features. 
And || . || and Distmax represent the norm and a maximum distance between fDst and 
fSrc’, respectively.  

In summary, we search for correspondences and use them to define a total cost 
function within the overlapping area. By minimizing the cost function, a final pose of 
the source view is estimated. That is, we can estimate the pose of source view {RSrc, 
TSrc}, with respect to the pose of destination view {RDst, TDst} through minimizing the 
errors on N feature points as follows.  
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(6) 

The total error is minimized through Levenberg-Marquardt non-linear optimization 
algorithm. 

By employing the proposed method, the correspondences between destination and 
projected source images can be found. Therefore, correspondences between destination 
and original source images can be established after applying RANSAC. Usually, it is 
hard to find correspondences between two views with a wide baseline. However, if 
depth image and initial camera pose are available, corresponding features can be ex-
tracted effectively. 

2.4   Surface Reconstruction of Registered 3D Point Clouds 

After pose estimation, trimming and color selection are required. We obtain the corre-
spondences through a registration process. Then, final 3D coordinates are calculated 
by a linear triangulation method [16].  

Color adjustment is also required to consider changes in lighting conditions de-
pending on the camera position. 
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where u and v are distances from left and right borders of the overlapping area to the 
current pixel, respectively. RDst (or GDst, BDst) and RSrc (or GSrc, BSrc) are red (or green, 
blue) of a current pixel for both images. On the other hand, R′ (or G′, B′) means final 
colors within the overlapping area. 

To reconstruct a final surface, after placing a multi-view camera at several posi-
tions and acquiring images and 3D point clouds, we apply the above procedure to 
them. Fig. 6 shows a conceptual diagram. 

[RT]0

Calibration
Pattern

Indoor Environment Captured Areas by a Multi-view Camera

[RT]1 [RT]2 [RT]3

[RT]01 [RT]12 [RT]23 ...

...

 

Fig. 6. Indoor scene reconstruction 

We first place a pattern whose relative position is already known. Then, we esti-
mate intrinsic/extrinsic parameters with respect to the world coordinate. A camera 
pose with respect to a specific point of the pattern, [R T]0, is evaluated by exploiting 
Intra-/Inter-calibration and structural information of the multi-view camera 
[13][17]. After moving the camera to other positions, through the above-mentioned 
procedure, we can get a relative pose [R T]i at each position, and carry out surface 
reconstruction. 

3   Experimental Results and Analysis 

The experiments were carried out under a normal illumination condition of general 
indoor environment. We used Digiclops which is a multi-view camera for image ac-
quisition [18]. It calculates 3D coordinates through disparity estimation. We em-
ployed a planar pattern with 7×5 grid points. Distance between two consecutive points 
is 10.6 cm. For depth image refinement, 30 frames are used to get mean and standard 
deviation. 

Fig. 7 demonstrates the results of minimizing distance errors between correspon-
dences. Enlarged areas are shown in Fig. 7(a) and Fig. 7(b) at the initial and final 
steps. Red and white markers represent features of source and destination views, re-
spectively, on the destination view. We can see that the distances between correspon-
dences are effectively minimized. 
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(a) (b) 

Fig. 7. Distance error minimization (a) before (b) after 

Fig. 8 illustrates registration results. Fig. 8(a) is a combined 3D point cloud and 
Fig. 8(b) is the results after registration. We can see that the registration works well 
by observing the boundary of a circle, Chinese or English characters in Fig. 8(c) to 
Fig. 8 (f). Furthermore, the navigation, from left to right view within the VE as shown 
in Fig. 8(g) to Fig. 8(i), proves the depth information of the model and some motion 
parallax. 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

   
(g) (h) (i) 

Fig. 8. Registration results (a) combined 3D point cloud (b) registered 3D point cloud (c) 
enlarged area I in (a) (d) enlarged area I in (b) (e) enlarged area II in (a) (f) enlarged area II in 
(b) (g) left view (h) front view (i) right view 
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The registration results for another scene are shown in Fig. 9, which explain that the 
visual quality of the proposed method is better than that of ICP. Fig. 9(a) and Fig. 9(b) 
show left and right images, respectively. After initial registration, we can obtain the 
results as shown in Fig. 9(c). Note that heart shape, face part of bear and some letters are 
smeared. In Fig. 9(d) and Fig. 9(e), we can see the final registration results of ICP and 
the proposed method, respectively. Actually, total error is larger than the conventional 
ICP in terms of the closest distance. However, we observed that the visual quality of the 
proposed method is much better than that of the conventional ICP. The reason is that the 
conventional ICP only considers the closest distance instead of data themselves. 

  
(a) (b) 

   
(c) (d) (e) 

Fig. 9. The comparison of visual quality (a) left image (b) right image (c) initial registration (d) 
ICP (e) proposed method 

The registration and modeling results for two walls are shown in Fig. 10. To get 
this result, we moved the multi-view camera several times around two walls and reg-
istered the acquired 3D point clouds. In Fig. 10(a), two walls are shown. On the other 
hand, Fig. 10(b) and Fig. 10(c) are scenes for each wall. By applying the proposed 
method to several sets of 3D point clouds, we can do a dense 3D reconstruction for an 
indoor environment. 

As shown in Fig. 11, the proposed method is superior to ICP or color ICP in the 
sense of PSNR (Peak Signal to Noise Ratio). This is because the proposed one 
tracks correspondences by using neighborhood information in an image plane as 
well as geometric information. The convergence rate of the proposed one is also 
faster than that of color/texture-based method (α=7.0, NB=192). The reason is that 
ICP or color ICP takes longer to search for correspondences than does the proposed 
method. 
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(a) 

 
(b) 

 
(c) 

Fig. 10. Indoor Scene reconstruction (a) two walls (b) left wall (c) right wall 

 

Fig. 11. Performance comparison 
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4   Conclusions and Future Work 

We proposed a novel registration method for 3D point clouds to carry out 3D recon-
struction for an indoor environment. We proved that even though the error of depth 
information is relatively large, effective registration is possible. Furthermore, the 
required time for registration can be reduced. Only a few views of a real environment 
are enough for reconstruction instead of numerous 2D images. There are still remain-
ing challenges. Global registration should be optimized to do reconstruction for the 
entire indoor environment. Natural augmentation of virtual objects into the recon-
structed environment requires light source estimation and analysis to match illumina-
tion condition of the VE. Finally, dense disparity estimation is required to obtain 
better results. 
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Abstract. Image-based lighting (IBL) is the process of illuminating scenes and 
objects with images of light from the real world. To generate a high quality syn-
thesized image, consistency of geometry and illumination has to be taken into 
account. In general, lighting design for realistically rendering synthetic objects 
into a real-world scene, is labor intensive process and not always successful. 
Though many researches on IBL have been presented up to now, most of them 
assumed static situations that light sources and the objects were not moved. This 
paper presents a novel algorithm that integrates synthetic objects in the real pho-
tographs by using the global illumination model and HDR (High Dynamic 
Range) radiance map. We identify the camera positions and the light types, and 
then construct 3D illumination environment of the scene. The proposed method 
makes it possible to handle dynamic scenes and generate photo-realistic images. 

1   Introduction 

The seamless integration of synthetic objects with real photographs or video images 
has long been one of the central topics in computer vision and computer graphics 
[1~7]. Generating a high quality synthesized image requires first matching the geo-
metric characteristics of both the synthetic and real cameras, and then shading the 
synthetic objects so that they appear to be illuminated by the same lights as the other 
objects in the background image.  

In general, lighting design for solving the problem of illuminating the synthetic ob-
jects in a realistic and believable way is labor intensive process and not always suc-
cessful due to the enormous complexities of real-world illumination, which includes 
both direct and indirect illumination from complex light-sources, shadows, and glossy 
reflections and refractions. Although many rendering tools that help in automating the 
synthesis process have been proposed, most of them is restricted to static situations 
that light sources and the objects are not moved. Since various types of light sources 
such as spot and area lights are located from place to place in a real scene, their radi-
ant distributions are dependent on the position of the camera to capture lights. How-
ever, there were few methods to render animations where the synthetic objects move 
between scenes with different illumination environments.  

This paper presents a novel method for identifying the positions and characteristics 
of the lights in the real image on dynamic situations to illuminate the computer  
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generated images. First, we capture illumination from all directions by using omni-
directional images taken by a digital camera with a fisheye lens. Second, the positions 
and types of the light sources in the scene are identified and classified automatically 
from the correspondences between images. In final, we can construct 3D illumination 
environment and render efficiently scenes illuminated by distant natural illumination 
given in an environment map. Experimental results show that the proposed method 
makes it possible to render dynamic scenes with different radiant distributions and 
generate photo-realistic images. It is expected that animators and lighting experts for 
the film industry would benefit highly from it.  

The remainder of this paper is structured as follows: Sec. 2 reviews previous re-
searches for rendering synthetic objects into real scenes, and the proposed algorithm 
and the experimental results are presented on Sec. 3. The conclusion is described in 
Sec. 4. 

2   Previous Studies 

Many Image-Based Lighting (IBL) researches for illuminating scenes and objects 
with images of light from the real world have been proposed up to now. Table 1 
shows previous studies may be classified according to three viewpoints: how to con-
struct a geometric model of the scene, how to capture illuminations of the scene, and 
how to render the synthetic scene. 

Table 1. Previous researches for image-based lighting 

Work Geometry Capturing illumination Rendering 

1 
user's specification for 3D 
construction of the scene 

photographs radiosity  

2 
light-based model: distant 
and local scene, synthetic 
objects  

HDRI of scene reflections on a 
spherical mirror  

RADIANCE 
system 

3 
omni-directional stereo 
algorithm 

HDR omni-directional images by 
fish-eye lens  

ray casting 

4 user's specification HDRI by sphere mapping OpenGL  

 

In table 1, Founier et al cannot consider illumination from outside of the input im-
age without user’s specification owing to using 2D photographs[1]. Debevec’s, which 
is one of the most representative works, constructs light-based model by mapping 
reflections on a spherical mirror onto a geometric model of the scene. Therefore, a 
degree of realism of the rendering image depends on selecting viewpoints for observ-
ing the mirror so that the reflections on the mirror can cover the entire geometric 
model of the scene[2]. Sato et al simplified user’s direct specification of a geometric 
model of the scene by using an omni-directional stereo algorithm, and measured the 
radiance distribution. However, because of using the omni-directional stereo, it is 
required a prior camera calibration including positions and internal parameters, which 
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is complex and difficult process[3]. In addition, Gibson et al proposed integration 
algorithms at interactive rates for augmented reality applications by using a single 
graphics pipeline[4].  

IBL (Image-based Lighting) algorithms in table 1 did not take into account dy-
namic situations where the synthetic objects move between scenes with different 
illumination environments. This paper addresses the issue of automatic identification 
of light positions and types to generate animated sequences. 

3   Proposed Algorithm 

In this section, we describe how to identify the positions and characteristics of the 
lights in the real image on dynamic situations to illuminate scenes and objects. The 
proposed algorithm consists of three steps: identifying the light-capturing positions to 
determine 3D coordinates of the lights, classifying the characteristic of lights to ren-
der moving objects in the scene more photo-realistically, and constructing 3D illumi-
nation environment. A block diagram (Fig. 1) shows the workflow of the proposed 
algorithm. 

 

Fig. 1. Block diagram for the proposed method 

3.1   Identifying Camera Positions 

A digital camera with a fisheye lens takes omni-directional images of the real 
scene[5]. Due to the limited dynamic range of a digital camera, pixel values of an 
image taken with one shutter speed cannot measure radiance in the scene accurately. 
To avoid this problem, multiple images taken with different shutter speeds are com-
bined to produce each omni-directional image with a high dynamic range[6]. 

The environment map is generally used to generate scenes illuminated by distant 
natural lights. More specifically, by sampling bright regions of the environment map, 
we can obtain an illumination distribution of the scene. In real-world, the radiant 
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distribution captured at the fixed position may not represent all of light sources in the 
scene. Even though all lights contribute radiant distribution of the scene in global 
illumination, some of lights due to their locality may not be found on the environment 
map. 

In this paper, the cameras are placed at specific locations in the scene to capture 
some local lights from different locations. The imaging system used in our method is 
illustrated in Fig. 2. Ci (i = 1, 2, 3, …, n) are the camera projection centers at each of 
the locations. We assume that all cameras are not rotated about their vertical axes and 
the real scene has cube-like space as Fig. 2.  

Latitude-longitude (L-L) environment maps are generated by panoramic transfor-
mations from two (front and back) hemi-sphere images taken at each camera position. 
Then the directional vectors of the lights can be extracted at each location by using 
the structured importance sampling[7]. In order to determine coordinates of 3D points 
of the lights from each L-L image, we should identify the light-capturing positions Ci . 

 

Fig. 2. Top view of the light-capturing system 

 

Fig. 3. Front hemi-sphere images at C1 and C2 
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First, C1 is defined as an origin of the world coordinate system, and then relative 
displacements between C1 and other positions (C2, C3, …, Cn) are calculated. In the 
case of C2, we can define the coordinates of the center points A and B in two front 
hemi-sphere images as (0, L) and ( x, L), respectively. Fig. 3 represents two hemi-
sphere images at C1 and C2.

 As shown in Fig. 3, the projected center points A´ and B´ can be extracted by using 
the feature extraction algorithm[8]. Then we calculate the angles 

Aθ  ( AC1B) and 
Bθ  

( C1BC2) as follows: 
,/,/ frfr BBAA == θθ                                      (1) 

where f is the focal length of the lens, rA and rB are the distances between the image 
centers and the projections of B and A, respectively.  

After calculating 
Aθ and 

Bθ , we define the directional vectors and lines as follow-

ing: 
,]cos,[sin],cos,[sin 21 BBAA vv θθθθ ==                        (2) 

,)(,C)( 22111 svsLtvtL −=+= A                              (3) 

where, )(1 tL  is the line that extends from C1 through B, and )(2 sL  is that from A 

through C2, respectively. 1v  and 2v−  are the directional vectors of )(1 tL  and 

)(2 sL with t and s scalar values, respectively.  

Finally, we can find x and y when L1(t) intersects the position (y=L) and L2(s) 
meets at the position (x= x). The positions of Cn can be identified by the same method. 

3.2   Classifying Light Types 

This paper classifies the captured light sources into two groups: global lights and local 
lights. Global lights directly illuminate all regions in the scene and they are found on 
most of environment images. On the contrary, local lights cover the specific region in 
the scene. We should take into account local lights in order to render animations 
where the synthetic objects move in the real scenes. 

3.2.1   Global Lights 
3D coordinates of the global lights are estimated by using the correspondences be-
tween L-L images. We search the projection of the camera position C1 on the position 
(x=L) and its corresponding point on other images at Ci (i = 2, 3, 4, …, n). Because of 
the distortion of the L-L image, it is difficult to establish correspondences. In order to 
find corresponding points in L-L images, we present a feature extraction algorithm, 
which has adaptive search paths based on the directional vector of the lights. In this 
paper, we denote the L-L image taken at C1 as LLI1, and that at C2  
as LLI2.  

First, the directional vector Lv of a light source on LLI1 can be calculated by con-

version from spherical coordinate to Cartesian, and Eq. (4) defines 3D line )(tLL . 

Second, we define a direction vector )(tvC  from C2 to )(tLL  in order to define a 

search range for correspondence on LLI2 by Eq. (5) and )(tvC  is depends on t as in 

Fig. 4. 
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Fig. 4. Directional vector in Cartesian coordinate 

 
(a) Sampled light position on LLI1 

 

 
(b) Search path for corresponding point on LLI2 

 

 
(c) corresponding points in LLI2 

Fig. 5. Sampled light position and search paths 
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.C)( 1 LL tvtL +=                                             (4) 

.C)()( 21CtLtv LC −=                                        (5) 

At the next step, we can find a locus of )(tvC  into the LLI2 by conversion from 

Cartesian coordinate to spherical as Fig. 5(b). Stereo matching mask to establish cor-
respondence is translated along the computed search paths (white points). More con-
sideration of various matching algorithms can achieve better performances. Fig. 5(c) 
shows the corresponding points in LLI2. Note that many points on the blue screen may 
be regarded as light sources because light sources on the ceiling emitted the radiant 
energy toward these points and most of the incoming energy was strongly reflected.  

3.2.2   Local Lights 
The sampled lights in LLI2, which is the image captured at C2, include not only local 
lights but also global lights. For generating more realistic animation where the syn-
thetic objects move from C1 to C2, we should take into account local lights at C2, 
which are presented at only the LLI2. To extract the local lights, we use strata Si that 
partition an arbitrary set of pixels in the environment map into k disjoint partitions, 
where k is the number of light samples[7].  

Fig. 6 and 7 represent pseudo-code for the local light information including the po-
sition and the intensity, and corresponding points and strata Si in LLI2, respectively. 

 

  

Fig. 6. Pseudo-code for extracting local lights in LLI2  

 

Fig. 7.  Superimposed image of corresponding points and strata Si in LLI2 

// Cp is the corresponding point 
// n is the number of Cp 
 
For i=1,2,3…,k 
 For j=1,2,3…,n 
      if Cpj ∈  Si  then false 
  else true 

Loop j 
If true  then Si is the stratum of local light 

Loop i 
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3.3   Constructing 3D Illumination Environment 

After identifying camera positions and classifying light types, we construct 3D illu-
mination environment. 3D coordinates of global lights are determined by using stereo 
algorithm[9]. 2D point in L-L image is converted to 3D directional vectors v  as fol-
lowing: 
 

,]cos,sinsin,cos[sin θφθφθ=v                                  (6) 
 

By using Eq. 6, we obtain directional vectors 
iv1 and 

iv2 of the sampled lights in LLI1 

and the corresponding points in LLI2, respectively. Then, two 3D line L1i(t) and L2i(s) 
are given as:  
 

,C)( 111 ii tvtL +=  ,)( 222 ii svsL += C  (i = 1, 2, 3, …, n)          (7) 
 

where n is the number of global lights. Each pair of the lines L1i(t) and L2i(s)  intersect 
at 3D points that is the coordinate of global lights. 

However, due to various kinds of errors, the two lines may not intersect. Therefore, 
we consider that the two lines intersect if the distance between the two lines is suffi-
ciently short. The distance between the two 3D lines is given by substituting t and s 
from the following equations[10]: 
 

2

21

21212 },),{(

ii

iii

vv

vvvCCDet
t

×
×−= , 2

21

21112 },),{(

ii

iii

vv

vvvCCDet
s

×
×−=  

     (8) 

 

Local lights are positioned with their direction vectors and intersecting points on 
the scene cube specified by the user. Since 3D points of global lights are known, we 
may construct mesh for illumination environment of the scene by using more dense 
correspondences of L-L images.  

3.4   Experimental Results 

We have experimented on integration of synthetic objects into the real scene. In order 
to evaluate performance of the proposed algorithm, we rendered virtual objects that 
are moved from arbitrary positions C1 to C2 in the scene. In the constructed illumina-
tion environment, positions of lights and some regions illuminated by local lights are 
identified. 

Fig. 8 represents animation results of three cases: (a) objects are rendered at C1, (b) 
only the global lights are considered at C2, and (c) both global and local lights are 
simulated at C2. Since there are only the global lights at C1, the rendering results of 
two methods are the same each other. However, as objects are moved toward C2, 
consideration of the locality of lights makes it to generate more photo-realistic image. 
More specifically, Fig. 5(a) shows that there are many lights on the blue screen. 
Therefore, when the synthetic objects: sphere, torus, table, etc. are translated to C2 
where is closer to the blue screen than C1, these received much more illuminations 
from both global and local lights as Fig. 8(c). 
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(a) Rendering result of synthetic objects at C1 

 

    
        (b) Rendering with global lights at C2   c) Rendering with global and local lights at C2 

Fig. 8. Comparison of the rendering images 

4   Conclusion 

We have presented a novel algorithm that integrates synthetic objects in the real pho-
tographs by using the global illumination model and HDR radiance map. The pro-
posed algorithm consists of three steps: identifying the camera positions, classifying 
the light types into global and local lights, and constructing 3D illumination environ-
ment. The proposed method makes it possible to handle multiple environment maps 
and generates photo-realistic images. Future work will include omni-direction image 
acquisition system that allows local cameras to rotate for arbitrary angle, and 3D 
scene reconstruction model to represent more accurate light environments. 
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Abstract. This paper presents a new stippling technique that effectively repre-
sents color images similar to the stippling works of artists. First, the proposed 
method creates a reference image from combining a smoothed image and with 
an edge image of the source. The color density function, defined by analyzing 
the information from the HSV color model of the reference image, is applied to 
the automatic computation of the number, size, and position of the points. Then, 
we use the weighted Penrose-based importance sampling to make points to be 
distributed randomly but almost evenly spaced in accordance with the color 
density within few seconds. In addition, our color jittering can generate effi-
ciently stippling drawings having various colors. For more artistic representa-
tion, the points are transformed into the oval-shaped ones and their orientations 
are defined according to the direction field of color image. Our application ar-
eas include animation, digital art, and video processing. 

1   Introduction 

Neo-impressionists in the late 1800s introduced a very interesting artistic technique 
that represents objects with numerous points. Since 1990s, there has been consistent 
research of stippling techniques using computers in Non-Photorealistic Rendering 
(NPR).  

Early stippling research was about a technique that consistently distributed unicol-
ored points under the user’s control using Voronoi Diagram [1], which shortened the 
work time and simplified the process of completing a single stippling piece of art by 
an artist. After this, various stippling techniques were proposed, such as the method of 
automatic distribution of points according to the tone of gray image using weighted 
CVD (Centroidal Voronoi Diagrams) [2,3], using points with orientations and various 
shapes instead of simply circle-shaped points [4], applying stippling on volume ren-
dering [5], representing the material or shading of objects by applying stippling to the 
surface of 3D model [6], etc. However, most previous stippling techniques repre-
sented gray images or objects with tones of gray levels, using unicolored points. The 
stippling technique, which represents images similar to the stippling works of neo-
impressionists using points of various colors, has hardly ever been researched. This 
paper presents a color-based stippling technique for artistic drawing that makes the 
points to be distributed randomly but almost evenly spaced. By analyzing color in-
formation from HSV color model of color images such as pictures or photos, we de-
fine color density function, which automatically computes the numbers, sizes, and 
distribution of points. The colors of points, computed by color jittering, represent 
color-based stippling effectively. In addition, PIS (Penrose-based Importance  
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Sampling) [7] is applied instead of CVD generally used in distributing points, which 
guarantees speedy processing time. This paper presents the easy and speedy computer 
generated color-based stippling technique that effectively represents color images 
similar to the stippling works of artists in Fig. 1. 

        
(a)                                                            (b) 

Fig. 1. (a) The Seine at Le Grande Jatte, 1888,   (b) The Seine at Courbevoie, 1885 

2   Related Work 

The stippling technique introduced by G. Seurat [8,9] is different from the general 
painting techniques  in several ways. First, the stippling represents the image not by 
brush strokes but by numerous pure color points distributed on a canvas. At this point, 
points are distributed randomly and evenly not to make any patterns. Secondly, the 
stippling is different in the way that colors are mixed. In contrast to the general paint-
ing techniques that make the colors by mixing them on palette or canvas, the stippling 
technique uses various pure colors which are mixed in the human retinas. However, 
Seurat’s painting technique is not applicable to computers. The visual mixture of 
colors is quite difficult on the RGB-based display device to which additive color 
model is applied, not alike on the CMY-based painting or printing device to which 
subtractive color model is applied. In other words, the mixture of numerous red and 
green points can never be perceived as brown color on the monitors but as yellow 
color or red and green colors respectively. Ultimately, the size, number, distribution, 
color and shape of points need to be effectively computed according to color images 
in order to generate color stippling by computer similar to the traditional stippling 
arts.  

In most color images, color information is stored in the form of RGB model in or-
der to make it fit for display device such as monitor. Though this kind of quality 
makes it simple to design the computer graphics system and the display device, it is 
very difficult to intuitively categorize and express colors because the correlation of 
RGB values is too big [10, 11]. For an easy analysis of color information, the RGB 
model needs to be converted to other color model [12]. This paper analyzes and rede-
fines the distribution of colors by changing the color information of images stored in 
the form of RGB model into HSV model which is similar to the human perception of 
colors [13]. 
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It is important to distribute points randomly and evenly in stippling. Most 2D stip-
pling techniques use CVD [2] in distributing points. Though CVD is effective in the 
random and even distribution of points, the processing time is dependent on the image 
resolution and the number of points. This paper has applied PIS [7] for the effective 
and speedy distribution of points. PIS is an application of the principles of Penrose 
tiling [14]. The method shortens the processing time due to raster scan, and distributes 
numerous points randomly and evenly in a nearly real-time. Though PIS is suitable 
for the distribution of points in stippling, there may be happened the unwanted tiling 
pattern. Based on the color density of the image, our method determines the point 
distribution by PIS to remove the unwanted patterns. 

3   Color Stippling System 

We first create a reference image by smoothing the source image and abstracting 
edge, before color stippling process. Smoothing is performed by color median filter 
[10], because the median filter not only reduces noise but also keeps the specific edge, 
unlike other low-pass filters. Edges are abstracted by Canny edge detector [15] and 
we define the color of edges as lowering the Lightness (Value in HSV) value of the 
edge region on the input image by 20% in order to emphasize the outlines (Fig. 2 (b)). 

3.1   Color Density Function  

For color-based stippling, points should be distributed according to the colors of the 
image and we need to compute the proper size and the number of points. Though 
most color images are stored in RGB model, they are transformed into HSV model 
suitable for color analysis [12]. Our method defines an importance value Ih(x,y) and a 
color density function ),( yxcρ  for computing the number, size, and position of the 

points according to the color information of the image. An importance value Ih(x,y)  is 
defined by Saturation S(x,y) and Value V(x,y) at (x,y) as follows: 

)),(1(),(),( yxSkyxVyxIh ⋅−⋅= , ),(1),( yxIyx hc −=ρ                (1) 

where k (= 0.896) is a constant for Ih(x,y) to reflect the difference of luminance from 
pure color with Saturation 1 to black color. More specifically, when Saturation is 1, k 
enables 1-k·S(x,y) not to be zero. Since the blue luminance Lb having the darkest value 
among all colors is 0.114, k can make Ih(x,y) distinguishable between the pure color 
including the blue and the black. Therefore, in case Saturation is 1, the importance 
value can represent a difference of brightness within the same colors. Color density 

cρ  becomes 0 in white color and 1 in black color according to Saturation and Value 

of each Hue. Fig. 2 (d) is the color density image represented by 256 gray levels, and 
finally color density cρ  is applied with the value from 0 to 255.  

Like above, the reason for defining color density function ),( yxcρ  is that it is diffi-

cult to generate proper color stippling when only the luminance of gray level is taken 
into consideration. In order to express sufficient color information, we should com-
pute cρ  for every Hue (pure color). For example, a yellow color with a high lumi-

nance should have high cρ  values, which guarantee enough color points to represent 

a pure yellow. 
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(a)                                  (b)                                 (c)                                   (d) 

Fig. 2. (a) Source image, (b) Edge image, (c) Reference image, (d) Color density image 

3.2   Distribution of Points with PIS  

The distribution of points is very important in stippling. Especially in computer gen-
erated stippling, image and processing time depend on the way to distribute points. 
Even though CVD in the previous 2D stippling techniques distributes points randomly 
and evenly, it takes long processing time as the number of points and the size of 
source image. On the contrary, color points are distributed applying the weighted PIS 
with the color density cρ  of the reference image. This method shortens the processing 
time of raster scan and guarantees highly speedy process (Section 5). The process of 
distribution of points by PIS is summarized as follows:  

 
• Cover the region of interest with a pair of tiles of type `e' and `f', as in Fig. 3 (a). 
• Apply the recursive subdivision process according to the production rules, as in 

Fig. 3 (b)).  
• Stop subdividing when the required local subdivision level k is reached.  
• Draw point on the center of the `a' and `b' type tiles, if the local importance is 

greater than the decimal   value of the F-code of the current tile. as in Fig. 3 (c). 
 

(a)                                      (b)                                                  (c) 

Fig. 3. (a) Six initial tile, (b) Subdivision process according to the production rules, (c) 
Three subdivisions according to the production rules in PIS. 

The local level of subdivision k is calculated by (2).  
 

)),((maxlog 2 yxmagk c
tile

ρφ ⋅=                                          (2) 
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where 2)51( ÷+=φ  is the Golden Ratio, and mag is a magnitude factor to determine 

the number of `e' and `f' tiles in the image. When distributing points by weighted PIS 
with color density cρ , it is difficult to generate points distribution as much as desired. 

Therefore, mag should be controlled properly for the distribution of the desired num-
ber of points. We automatically determine mag by Eq. (3), which distributes the de-
sired number of points while the margin of error is 1% (Section 5). 

 

⋅
⋅

⋅=
meanlevel

aspect
p CdCd

SdR
Nmag

max
                                             (3) 

 
where Np and Raspect are the desired number of points and the aspect ratio of reference 
image. Sdmax, Cdlevel and Cdmean are the maximum subdivision level, the color density 
level, and the average of color density of the reference image, respectively. In this 
paper, we fix that Sdmax =10 and Cdlevel =255. 

3.3   Color Jittering 

In the stippling works of neo-impressionists, the colors of points are selected so that 
the combination of pure colors of points can be seen as the referred color in distance 
[1,2]. This representation is possible only in the device using colors or ink to which 
subtractive color model is applied. In computer generated color-based stippling, a new 
method is needed which can generate images similar to the traditional stippling works 
on additive color model. This paper decides the color points with the values of each 
jittered Hue, Saturation, and Value in HSV color model on the basis of the colors on 
the position of points of the reference image. Color jittering is randomly jittered for 
each Hue H, Saturation S, Value V as follows: 
 

randrefjitter HyxHyxH ±= ),(),( ,   randrefjitter SyxSyxS ±= ),(),( , 

randrefjitter VyxVyxV ±= ),(),( ,                                                                     (4) 

 
where Hjitter, Sjitter and Vjitter are Hue, Saturation, and Value after jittering, respectively. 
Href, Sref and Vref are those of the color in the reference image, respectively Hrand, Srand 
and Vrand are random variations by jittering, and they are obtained as follows: 

 
• HSV color model [16] is classified according to Munsell color model [17]: Hue 

with 6 steps (red, yellow, green, cyan, blue, magenta), Saturation and Value have 
5 steps in which each unit equals to 0.2 ranging from 0 to 1, respectively. 

• Above minimum unit to discriminate colors on Munsell model are used as the 
maximum range of jittering in representing the referred colors. Therefore, the jit-
tering variations, jh, js and jv (Eq. (5)) for Hue, Saturation and Value on HSV 
model are °≤≤°− 3030 hj , 2.02.0 ≤≤− sj , and 2.02.0 ≤≤− vj  respectively.  

• The basic steps of Hue, Saturation, and Value, divided into 10 steps for each unit, 
are classified into 60 steps for Hue and 50 steps for Saturation and Value. Jitter-
ing values jh, js, jv are determined randomly as arbitrary values in the jittering 
range. 



 Stippling Technique Based on Color Analysis 787 

• Hrand, Srand and Vrand are computed from the jittering variations jh, js, jv as follows: 

BGRLh ⋅+⋅+⋅= 114.0587.0299.0                                  (5) 

5

)(3)(2 hhh
rand

jRandLjRand
H

⋅+⋅⋅= , 
5

)(3)(2 shs
rand

jRandLjRand
S

⋅+⋅⋅= , 

5

)(3)(2 vhv
rand

jRandLjRand
V

⋅+⋅⋅= ,                                                                (6) 

where Rand(·) is the function which generates random values, and Lh is the luminance 
value of the Hue. Lh is applied in Eq. (5) in order to make a difference in jittering 
ranges from the colors of high luminance such as yellow to those of low luminance 
like blue and black. The reason for including the luminance in Eq. (6) is that the jitter-
ing range should depend on the luminance for the point. For example, the higher color 
of high luminance such as yellow, the narrower range for jittering should be selected. 
Otherwise, jittered colors may look like noise.  

The point colors by color jittering represent various colors instead of using only pure 
colors, and describe effectively the referred color. Our color selection can achieve artis-
tic representation on additive model similar to the stippling works of neo-impressionists. 

4   Point Variations 

Points in stippling have different variables: size, number and shape. Even in tradi-
tional stippling arts, these variables are determined according to the artist’s intention. 
This section describes analysis of the point variables and an automatic method to 
compute these for an effective stippling representation. 

4.1   Shape 

Fig. 4 shows that the shape of points is much changed. This paper defines the point 
shape as being oval as in Fig. 4 (b) for the representation similar to the stippling arts 
with points touched by brush. This is because most points are represented as being 
oval and not circular in the stippling works of artists in Fig. 4 (a). Moreover, it allows 
easy and different representations of points varying from circle to line by controlling 
the ratio, the length (rx) of x axis of the oval, and the length (ry) of y. The next sub-
section presents a method for the orientation of the oval points. 

    
(a)                                                                        (b) 

Fig. 4. (a) The shape of point in the stippling works of artist (G. Seurat), (b) The example of 
the oval point in our method 
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4.2   Direction 

Our stippling method gives orientations to the oval points to represent strokes by 
brush, which clearly shows the outlines of objects and has greater artistic effect  
(Fig. 8). First, the directions (dr, dg, and db) of RGB channel are obtained by Canny 
edge detector used to extract edge in section 3. dr(x,y), dg(x,y) and db(x,y) on (x,y) are 
represented from 0° to 180° angle for the edge, and become maximum at 90°, and 
minimum at 0° and 180°. After combining each direction, we obtain the direction 
field dfield as follows:  

 
)),(sin( yxdD rr = ,  )),(sin( yxdD gg = ,  )),(sin( yxdD bb = ,  

),,(max bgr DDDMaxD = , 

 

=
=
=

=

bb

gg

rr

field

DDifyxd

DDifyxd

DDifyxd

yxd

max

max

max

),,(

),,(

),,(

),( ,                              (7) 

 
where Dr, Dg and Db are the values by sine function ranging from 0 to 1, and Dmax is 
the value having the strongest direction in RGB channel. Max(·)is the function that 
selects the maximum value among different variables. Fig. 5 (b) shows the image with 
256 gray level of the direction field. The orientation of the oval point is given accord-
ing to the direction information of the reference image. 

 

 
                                           (a)                                                             (b) 

Fig. 5. (a) Reference image, (b) Direction field image 

4.3   Number and Size 

In computer generated stippling, the size and number of points according to the 
source image greatly influences the output image. Especially in color-based stippling, 
the appropriate number and size of points have to be decided in order to clearly repre-
sent all the colors and outlines of the image. After deciding the minimum size of the 
point, we compute the number of points necessary for the image, using importance 
value Ih defined in sub-section 3.1. 

First, the minimum size of the oval point as in Fig. 4 (b) is decided. Then, the num-
ber of points necessary for representing the reference image is computed as follows: 
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π⋅⋅= minminmin yxp rrS , 

⋅+⋅
=

height width

hp
p dxdy

yxIS
N

0 0 min )),(1(

1

α
                      (8) 

 
where Spmin and Np are the minimum area of points and the number of points, respec-
tively. α  is the amplification factor of the point size according to Ih of the reference 
image, and 1=α  in the proposed method because it is proper that the maximum size 
of points is twice the minimum size of points in changing sizes of points [3]. 

After deciding the number of necessary points, points are distributed as in sub-
section 3.2, and the point size Sp(x,y) is computed by Eq. (9) according to the refer-
ence image.  

 
)),(1(),( min yxISyxS hpp ⋅+⋅= α                                (9) 

 
Finally, we compute the size of the point by using Sp=1.2×Sp to minimize an empty 

space among points and to effectively represent the colored areas in the image. Over-
lapping by this enables points to fully cover the colored areas, and generate an effec-
tive representation. 

5   Results 

The color image of 24bit bitmap file format was used as the source image for testing 
color-based stippling. The experiment was performed under system environment 
composed of Pentium 4 2.53GHz CPU, 512MB RAM, and nVidia GeForce 2 Ti 
64MB graphic card. The stippling should use a real number framing for the random 
and even distribution of points, and we programmed application using OpenGL li-
brary based on a real number framing.  

In the experiment of distributing the equal number of points in the equal-sized ar-
eas (600×600) to compare the processing times of CVD with PIS used in distribut-
ing points, Table 1 shows the processing time by PIS improved to be near real-time. 
The processing time of PIS is about 15,000 times faster than that of CVD. 

Table 1. The processing time comparison between CVD and PIS (Fig. 6) 

Method Number of points Processing time (sec.) 
CVD 4188 2145.43 
PIS 4188 0.14 

When points were distributed by PIS, a pattern was generated which was not seen 
in the method of using CVD of (a) as in figure 6 (b). However, this pattern can be 
removed by applying the weighted PIS with the color density and overlapping oval 
points in color-based stippling.  
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       (a)                                                                     (b) 

Fig. 6. The result of points distribution comparison between (a) CVD with (b) PIS 

Table 2 shows the result of comparing the case (B) in which each image is auto-
matically and accordingly controlled by Eq. (2) and (3), with the case (A) in which 
each one is not. The desired number of points and the number of distributed points 
greatly varied depending on images. In the results our method can generate the de-
sired number of points with the margin of error being 1%. 

Table 2. The comparing the number of points by mag (Fig. 7) 

Noutput  (error ratio, %) 
Image Ninput Case A Case B 

White Image 1,888 932 (50.6) 1,899 (0.6) 

Black Image 7,407 18,963 (156.0) 7,395 (0.2) 
Color Image 1 11,588 12,517 (8.0) 11,547 (0.4) 
Color Image 2 10,643 19,800 (86.0) 10,639 (0.03) 

 

 
(a)                     (b)                  (c)                 (d) 

Fig. 7. The source image for comparing the number of points by mag; (a) White image (252 
gray level), (b) Black image, (c) Color image 1, (d) Color image 2 

Fig. 8 shows the result of comparing the case in which oval points are given orien-
tations and edge is reflected (b) and the case in which circular points are used and 
edge is not reflected (a). The former shows more clear outlines of objects and more 
artistic representation in which strokes of brush are well described. 

Fig. 9 presents the result of changing the minimum size of points. The result 
showed that the number of necessary points was automatically computed only by the 
input of the minimum size. Therefore, it is effective to decide the minimum size ac-
cording to the size of the image. It is difficult to see the outlines of  the  image  clearly 
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  (a)                                                                      (b) 

Fig. 8. The result of comparing the circular points with the oval-shaped points (kid, 
1024×768 size); (a) Using the circular points and no edge (Spmin=1.50×1.50π ), (b) Using the 
oval-shaped points and edge (Spmin=2.40×0.96π ) 

   
(a)                                               (b)                                             (c) 

Fig. 9. The result of changing the size of points (window, 800×600 size); (a) Np=87,819, 
Spmin=1.50×0.90π , t=3.75 sec, (b) Np=27,164, Spmin=2.70×1.62π , t=2.34 sec, (c) Np=8,552, 
Spmin=4.80×2.88π , t=1.93 sec  

    
(a)                                                                (b) 

Fig. 10. The rendered color stippling works of various images; (a) space, 1024×794 size 
(Np=45,293, Spmin=2.40×1.44 π , t=4.21 sec), (b) street, 600×800 size (Np=51,527, 
Spmin=1.80×1.08π , t=3.30 sec) 
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when the point size is too large in spite of its artistic effect. Meanwhile, the stippling 
effect lessens when the size of point is too small, though it shows the outlines clearly.  

Fig. 10 and 11 depicts the rendered stippling works of various images such as 
people, objects, and landscape. These results show that the method is applicable to 
most color images, enabling the representation similar to the stippling works of neo-
impressionists within a few seconds. Especially, Fig. 11 shows the result of chang-
ing the point shape. They are the oval-shaped points (a) and the line-shaped  
points (b). 

     
(a)                                                                         (b) 

Fig. 11. The result of changing the shape of points (people1, 600×800); (a) Np=54,410, 
Spmin=1.80×1.08π , t=3.33 sec, (b) Np=40,735, Spmin=3.60×0.72π , t=2.53 sec. 

6   Conclusion 

This paper has presented a new stippling technique for representation similar to the 
traditional stippling arts. We introduced a color density function and a color jitter-
ing which are defined by analyzing the color information from the HSV model of 
the source image. The color density function was used for computing the number, 
size, and position of the points according to the color distribution in the image, and 
the color jittering was used to represent the color points similar to the ones in artis-
tic stippling works. Our method guarantees very speedy processing time by distrib-
uting points with PIS. In the stippling, the points have generally oval-like shape 
since they are generated with artist’s brush stroke. In order to more artistic repre-
sentation, we generate oval-shaped points to which the direction field of the image 
was given. The proposed color-based stippling is expected to be applied to many 
areas such as animation, interactive digital art and video processing. In the future 
works, we will make further consideration including artist’s drawing process and 
real-time visualization. 
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Abstract. In this paper, we propose new predictive coding schemes for
photometry data of three-dimensional (3-D) mesh models as per-vertex
binding. We exploit geometry and connectivity information to enhance
coding efficiency of the color and normal vector data. For color coding,
we predict the color of the current vertex by a weighted sum of colors
of adjacent vertices considering angles between the current vertex and
the adjacent vertices. For normal vector coding, we generate an opti-
mal plane using distance equalization to predict the normal vector of
the current vertex. Experimental results show that the proposed coding
schemes provide improved coding performance over previous works for
various 3-D mesh models.

Keywords: Color coding, normal vector coding, photometry coding, 3-D
mesh compression.

1 Introduction

As applications of three-dimensional (3-D) computer graphics become more pop-
ular, we handle a large number of 3-D objects that are created by many digital
contents providers. In order to keep and deliver 3-D objects more efficiently in
the multimedia processing system being able to include digital contents distri-
bution structure [1], we need to compress 3-D objects to reduce the number of
bits for storage and transmission.

The 3-D mesh model is one of the standard methods to represent 3-D objects,
where the 3-D surface is covered by polygons. In general, a 3-D mesh model can
be constructed by combining three major information: connectivity, geometry,
and photometry data [2]. While geometry data specify vertex locations in the
3-D space, connectivity data describe the incidence relationship among vertices.
Photometry data, which are colors, surface normal vectors, and texture coordi-
nates, are required to paint and shade 3-D mesh models. In this paper, we focus
on photometry data coding of the 3-D mesh model as per-vertex binding.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 794–805, 2005.
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Bajaj et al. [3] developed a 3-D mesh compression method for the photometry
information using vertices and triangle layers. They employed a second-order
predictor to compress geometry information and color data. In order to predict
the normal vector of current vertex, they calculated the average of normal vectors
for incident faces. However, they did not exploit the coded information for the
photometry data coding. Especially, their color coding method was identical to
the geometry coding algorithm.

Ahn et al. [4] employed a mapping table for color coding, when the target
compression ratio was not high. Otherwise, they adopted the MPEG-4 3-D mesh
coding (3DMC) method [2]. However, their method is not suitable for 3-D mesh
models of high quality when the number of colors is large. They also developed
a compression scheme for normal vectors using the average prediction and the
6-4 subdivision [4]. Although their work produces good results for even meshes,
there are some rooms for improvement for uneven meshes.

In this paper, we try to utilize photometry data of adjacent vertices and
reflect characteristics of 3-D mesh models. We have proposed new predictors
for colors and normal vectors using geometry and connectivity information of
the 3-D mesh model. This paper is organized as follows. At first, we talk about
several types of vertex in Section 2. Section 3 explains our proposed color coding
scheme, and Section 4 describes the proposed normal vector coding method.
After providing experimental results in Section 5, we conclude in Section 6.

2 Vertex Classification

In order to explain the proposed coding schemes for photometry data, we need
to define a current vertex (CV), a previous vertex (PV), a nearest vertex (NV),
and adjacent vertices (AVs) [5]. CV is a vertex to be coded directly along the
order of vertex traversal, but PV is a vertex which have already coded. NV is
closest to CV, and AVs are the set of vertices connected to CV.

In general, previous works employed only the PV to predict the photometry
data of CV. However, since either NV or AVs have very similar photometry data
for CV, it is inefficient to use only the PV as the photometry data coding. When
we examined the case that the photometry data of NV was analogous to those of
AV, the probability was about 99%. Also, the probability was approximately 18%
when a vertex that was both one of AVs and PVs contained the same photometry
data as CV. Moreover, the probability was around 82% while CV possessed the
similar photometry data to not PV but one of AVs. With considering the simple
tests mentioned above, we can conclude that we should consider the photometry
data of AVs as well as PV as the photometry data coding.

3 Color Coding

3.1 Color Coder

Since angles between CV and AVs influence on the color data of CV, we can
develop an angle prediction method for color coding of the 3-D mesh model.
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Fig. 1. Block diagram of the proposed color encoder

Figure 1 shows the block diagram of the proposed color coder. First, we use a
color predictor characterized by the angle prediction to calculate the predicted
color. Then, the difference between the original and the predicted colors goes
into the an uniform midtread quantizer. Finally, the quantized residual error is
coded by the entropy coder.

In the proposed color coder, we predict the color of CV by a weighted sum
of colors of AVs, i.e.,

colorp(CV ) =
n(AV s)∑

i=1

wi × color(AV si) (1)

where colorp(CV ) is the predicted color of CV, n(AV s) represents the number
of AVs, wi depicts the weighting factor of the ith vertex of AVs, and color(AV si)
denotes the reconstructed color of the ith vertex of AVs. In Eq. 1, the sum of
the weighting factors should be equal to 1.

n(AV s)∑
i

wi = 1 (2)

3.2 Angle Prediction

Most image compression algorithms are based on the inspection that for any
randomly chosen pixel in the 2-D image, its near neighboring pixels tend to have
the very similar value to the pixel. A context-based image compression technique
universalize this inspection. It is founded by the intuition that the context of
a pixel can be used to estimate the probability of the pixel. Thus the context-
based coding technique which is generally used in image compression supports
very good coding performance. It predicts a pixel value exploiting coded values of
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Fig. 2. Simple example of context-based coding method
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Fig. 3. Example of angle prediction

neighboring pixels [6][7][8]. Figure 2 depicts the uncomplicated case of context-
based coding technique which reckons coding pixel value as the most occurring
coded value of adjacent pixels.

We should consider two essential respects for employing traditional context-
based coding technique in the 2-D space as compressing 3-D mesh models. First,
vertices of a 3-D mesh model exist any place on the 3-D space, unlike pixels
of 2-D image. Second, pixels always have eight neighboring pixels except for
boundary pixels but vertices do not possess the fixed number of AVs. Moreover
the mesh topology is so various. Hence, it is very difficult to find the context
for color coding from AVs in the 3-D space. In this paper, considering angles
between CV and AVs, we can predict the color value of CV by a weighted sum
of colors of AVs. This is called an angle prediction:

colorp(CV ) ∝ θi (3)

where we define θi as the sum of angles affected by the color data of AV si.
Figure 3 illustrates an example of the angle prediction. CV is the current

vertex and AV si is one of AVs. As shown in Fig. 3, we can represent θi as

θi = ∠AV s(i−1)%n(AV s)CV AV si + ∠AV siCV AV s(i+1)%n(AV s) (4)

where % denote the modulo operation.
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First of all, we can produce the weighting factor wi with Eq. 2, Eq. 3, and
Eq. 4:

wi =
θi

n(AV s)∑
j=1

θj

. (5)

Finally, we can predict the color data of CV using the angle prediction from
Eq. 1 and Eq. 5:

colorp(CV ) =

n(AV s)∑
i=1

θi × color(AV si)

n(AV s)∑
j=1

θj

. (6)

4 Normal Vector Coding

4.1 Normal Vector Encoder

Since previous works [2][3][4] do not consider the normal vector of the opposite
side and simply use the normal vectors of non-AVs which are not highly cor-
related with CV, they fail to obtain a good prediction of the original normal
vector. However, our proposed scheme for normal vector coding exploits all the
available geometry and connectivity information of the 3-D mesh model. The
main idea of our normal vector coding scheme is to generate an optimal plane
using distance equalization for normal vector prediction [5].

Figure 4 shows the block diagram of the normal vector coder with an normal
vector predictor. Then, we transform the Cartesian coordinate system into the
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spherical coordinate system with the unit radius, we can obtain the predicted
normal vector and the residual normal vector. Then, we use the 6-4 subdivision
quantizer to quantize the residual normal vector and encode the quantizer index
by the QM coder [4].

4.2 Optimal Plane Using Distance Equalization

Optimal Plane. In order to predict the normal vector of CV, we generate an
optimal plane with the minimum square error from AVs. The optimal plane
for CV is obtained from AVs using the least squares approximation (LSA)
method [9].

Figure 5 describes the generation of the optimal plane for CV. Figure 5(a)
represents the plane view of optimal plane and Figure 5(b) depicts the side view
of optimal plane. As shown in Fig. 5, the optimal plane of CV may not include
the all of the AVs for CV.

When the optimal plane has the shortest average distance from AVs, the
equation of the optimal plane can be expressed by

ax + by + cz + d = 0 (7)

where the normal vector of the optimal plane, nop = (a, b, c) and ‖nop‖ = 1.
If a = 0, Eq. 7 can be rewritten as

b

a
y +

c

a
z +

d

a
= −x, a = 0. (8)

Optimal Plane (OP)

(a)  Plane view of optimal plane

: CV

: AVs

(b)  Lateral view of optimal plane

Optimal Plane (OP)

Optimal Plane (OP)Optimal Plane (OP)

(a)  Plane view of optimal plane

: CV

: AVs

: CV

: AVs

(b)  Lateral view of optimal plane

Optimal Plane (OP)

(b)  Lateral view of optimal plane

Optimal Plane (OP)

Fig. 5. Optimal plane
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Moreover, the coordinate of the ith AV can be represented by (xi, yi, zi). We
can write down the equations which would hold if the optimal plane could go
through all AVs:

⎡⎢⎢⎢⎢⎢⎣
1 y1 z1

...
...

...

1 yn(AV s) zn(AV s)

⎤⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

d

a

b

a

c

a

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎣
x1

...

xn(AV s)

⎤⎥⎥⎥⎥⎥⎦ ∧ Ax = b (9)

When Eq. 9 has a solution, there would be no minimum square error and AVs
would be on the optimal plane. However, since the number of AVs is generally
greater than 3, the matrix A is n(AV s) × 3 and we can obtain nop by the least
squares approximation.

Let x be a solution to Eq. 9; thus Ax is the closest point to b. In this case,
the difference Ax − b must be a vector orthogonal to the column space of A.
This means that Ax− b is perpendicular to each of the columns of A, and hence
AT (Ax − b) = 0. Multiplying and separating terms gives an equation

AT Ax = AT b. (10)

Although A is not of full rank, this set of equations should have a solution,
since both the columns of A are linearly independent and AT b lies in the column
space of AT A. The matrix AT A is invertible, and so x may be found by

x = (AT A)
−1

AT b. (11)

Thus we can obtain nop with Eq. 11 and ‖nop‖ = 1.

Distance Equalization. If a 3-D mesh model is regular and even, the optimal
plane provides a good prediction for the normal vector. However, there are some
rooms for improvement in other cases. In order to obtain a better prediction for
the normal vector, we propose a distance equalization technique that adjusts the
distance between CV and each of the AVs be the same.

Figure 6 describes the difference between the method adopting only the opti-
mal plane and the approach employing optimal plane applied to distance equal-
ization technique. Figure 6(a) shows a simple example of the 3-D mesh model
that has similar dihedral angles, i.e., θi

∼= θj . As a result, the predicted normal
vector of CV is equal to the normal vector of the optimal plane. Figure 6(b)
illustrates a general case having different dihedral angles, i.e., θi = θj . In this
case, we have an error when substituting the normal vector of CV by the normal
vector of the optimal plane. We apply the distance equalization to AVs to reduce
the prediction error of the normal vector of CV. With distance equalization, we
obtain very similar dihedral angles, i.e., θ′i ∼= θ′j . Since distance equalization is
intrinsic to the characteristics of an isosceles triangle, we can obtain accurate
predicted normal vectors.
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(a)  Normal vector of the optimal plane

(b)  Normal vector of the optimal plane using distance equalization
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Fig. 6. Distance equalization

5 Experimental Results

In order to evaluate the performance of the proposed methods, we compare
experimental results of the our schemes with those of the existing algorithms.

5.1 Results of Color Coding

Figure 7 shows 3-D mesh models used for performance evaluation of color coding.
Table 1 lists properties of test models for color coding. We define that n(F ) be the
number of the set of faces F , n(C) denotes the number of the set of colors C, and
n′(C) indicates the number of the colors without duplication. Since we employ a
coding scheme for color data as per-vertex binding, n(V ) is equal to n(C).

Table 1. Test models for color coding

61,47082,73420,02273,728n(F )

30,73741,36910,01336,866n(C )

8,4123377,9435,562n’(C )

30,73741,36910,01336,866n(V )

TALSPHERENERFERTITIGLOBE

61,47082,73420,02273,728n(F )

30,73741,36910,01336,866n(C )

8,4123377,9435,562n’(C )

30,73741,36910,01336,866n(V )

TALSPHERENERFERTITIGLOBE
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(a) GLOBE (b) NEFERTITI

(d) TAL(c) SPHERE

(a) GLOBE (b) NEFERTITI

(d) TAL(c) SPHERE

Fig. 7. Test models with color data

Table 2. Performance comparison of color coding
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In Table 2, we compare coding performances of the proposed algorithm with
those of the MPEG-4 3DMC algorithm [2] when they have the similar color
distortion. The coding performances represent compressed sizes for color data
of 3-D test models when the quantization level is 24 bits per color (bpc). As
shown in Table 2, the proposed scheme outperforms the MPEG-4 3DMC algo-
rithm. Hence, we note that the proposed angle prediction is efficient for color
coding.
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5.2 Results of Normal Vector Coding

Figure 8 shows 3-D mesh models used for comparison on coding efficiency of
normal vector. In this simulation, we included the ’CROCODILE’ and ’HORSE’
models instead of using the ’GLOBE’ and ’NEFERTITI’ models so as to check
the coding performance with respect to uneven mesh models.

Table 3 shows properties of test models for normal vector coding. We define
n(N) as the number of normal vectors N . Owing to per-vertex binding, n(V )
is equal to n(C). Furthermore, the amount of uncompressed normal vectors is
equal to the amount of uncompressed colors and the amount of uncompressed
geometry information.

A proper measure for distance between two normal vectors is the angular
distortion that is defined by

dnormal =
1

n(V )

n(V )∑
i=1

arccos(ni · n′
i) (12)

where ni and n′
i represent the source and reconstructed normal vectors of the

ith vertex, respectively.
Table 4 compares coding performances of the proposed scheme employing the

optimal plane using distance equalization to previous works when the quantiza-
tion level is 15 bits per normal vector. From Table 4, we can conclude that the
proposed scheme produces less angular distortion than the existing algorithms.

(a) CROCODILE (b) HORSE(a) CROCODILE (b) HORSE

Fig. 8. Test models with normal vector data

Table 3. Test models for normal vector coding

30,73741,36919,85117,332n(N )

61,47082,73439,69834,404n(F )

30,73741,36919,85117,332n(V )

TALSPHEREHORSECROCODILE

30,73741,36919,85117,332n(N )

61,47082,73439,69834,404n(F )

30,73741,36919,85117,332n(V )

TALSPHEREHORSECROCODILE
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Table 4. Comparison of coding efficiency for normal vectors

������������������������	��
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�����������������	������
�������
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������������������������	��
�����
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�������

�������	���������	���������

TALSPHEREHORSECROCODILE

Thus, the proposed scheme employing the optimal plane using distance equal-
ization contributes to efficient coding of normal vectors for uneven mesh models
as well as even mesh models.

6 Conclusions

In this paper, we have proposed new coding schemes of photometry data using
geometry and connectivity information of the 3-D mesh model. With consider-
ing the spatial correlation among those information, we can develop improved
predictive coding schemes for colors and normal vectors. For color coding, we
have developed a new prediction algorithm for the color of the current vertex
by considering the angles between the current vertex and adjacent vertices. For
normal vector coding, we proposed to form an optimal plane using distance
equalization. Experimental results have demonstrated that the proposed coding
methods outperform previous works for various test models.
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Abstract. Description and adaptation of digital items can be performed in either 
binary levels or metadata levels, which are the abilities of MPEG-21 Digital 
Item Adaptation (DIA) tools. BIFS and LASeR are parts of MPEG-4 standard 
for describing multimedia scenes, which can be written in XML format and 
then be encoded into binary format for the consumption of MPEG-4 terminals. 
BIFS is a stable standard, but LASeR is an emerging standard that is newly de-
veloped for lightweight applications in constrained terminals. We present a 
method for automatic adaptation of scenes constructed on BIFS into those con-
structed on LASeR. We focus on automatic adaptation of real objects' sizes and 
other conversion rules by employing MPEG-21 DIA tools. The motivation of 
this paper is to enable a real-time transcoding from BIFS to LASeR so that 
MPEG-4 content authors can distribute their existing contents to mobile devices 
without the need of reauthoring according to the new standard, LASeR. 

1   Introduction 

A scene description is constituted of text, graphics, animation, and interactivity with 
information about spatial and temporal layouts. In MPEG-4 Systems standard, scene 
description is used to incorporate media (such as images, videos, audios, font data etc) 
into a multimedia presentation. Multimedia content authors employ scene description 
schemes in order to create multimedia presentations to be sent to consumer devices. 
At certain times, they may need to reproduce multimedia presentations for different 
devices. A multimedia presentation originally made for high-powered devices should 
be easily reproduced into a format suitable for low-powered devices. This practice 
enables content authors to distribute their existing contents to low-powered devices 
such as mobile phones and other mobile or embedded systems. 

BIFS (Binary Format for Scene) and LASeR (Lightweight Application Scene Rep-
resentation) are binary scene description schemes based on textual language. Like 
BIFS, LASeR is a binary format for encoding scenes and updates of the scenes in 
MPEG-4 Systems. The main goal of LASeR is to provide a representation of scene 
data that is well suited for resource-constrained environments, such as mobile devices. 
Therefore, unlike the complex BIFS, LASeR has only a limited description for repre-
senting scenes [1]. 

According to the current version of the LASeR Requirements Document [3], a 
lightweight scene representation should allow easy conversion from other graphics 
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formats. Since both BIFS and LASeR represent MPEG-4 multimedia presentation, 
content authors may want to create one type of contents and then reproduce them for 
the consumption of mobile devices without the need of reauthoring or learning a new 
standard. Therefore, the need of an easy conversion from BIFS to LASeR is inevita-
ble. 

In an MPEG-4 system, a scene consists of visual and audio components, which are 
structured hierarchically into a tree of scene nodes [2]. While BIFS nodes are adopted 
from VRML (Virtual Reality Markup Language) nodes, LASeR nodes are adopted 
from SVG (Scalable Vector Graphics) nodes. In addition, while BIFS scenes can be 
either 3D or 2D, LASeR scenes are only 2D due to the way of its rendering process. It 
is made so, because LASeR is supposed to be lightweight and consumed by resource-
constrained devices. Therefore, we considered only 2D BIFS scenes to be converted 
into LASeR scenes. 

MPEG-4 Systems specification [4] defines profiles for terminal capabilities in 
playing MPEG-4 multimedia files (usually with .mp4 extension). An MPEG-4 termi-
nal may support a profile to which it can render the presentation accordingly. This 
profile information is not sufficient to provide a full characterization of an end termi-
nal’s capabilities and the resources needed for a presentation. In MPEG-21 frame-
work, Digital Item Adaptation (DIA) tools can be used in order to provide a full char-
acterization of an end terminal’s capabilities [5]. This is suitable to the aim of MPEG-
21 framework, which is "to enable transparent and augmented use of multimedia 
resources across a wide range of networks and devices" [6]. With the addition of 
information on user characteristics and network characteristics, adaptation of the 
BIFS scenes into LASeR scenes can be performed more completely and automati-
cally, so that such a transcoding mechanism of BIFS scenes into LASeR scenes can 
be performed in real time.  

This paper is organized as follows: Section 2 explains the conversion process of 
BIFS scenes into LASeR scenes; Section 3 explains the MPEG-21 DIA in order to 
show the tools and describes the details of the adaptation rules; Section 4 describes 
the system implementation, and the results are presented in section 5; Finally, Section 
6 brings out the conclusion of this research. 

2   Conversion of BIFS Scenes into LASeR Scenes 

There are several aspects to be noted during the conversion of BIFS scenes into LA-
SeR scenes. The difference between BIFS and LASeR scene descriptions lies in the 
node tree structures and physical sizes including the sizes of real media objects em-
bedded in the scenes.  

2.1   Scene Nodes Mapping 

The whole structure of the scene node tree consists of header, body, and commands. 
Header tells many aspects of the rendering process such as how many elementary 
streams (ES) pointing to real media objects included in the scene. The body contains 
the descriptions of how the scene looks like and behaves. The commands contain 
scene updates information. The mapping procedure for the node is a many-to-one 



808 Q.M. Shahab and M. Kim 

mapping, by the fact that there are a lot more of BIFS nodes than LASeR ones. Also, 
the mapping procedure is not straightforward. Summary of the nodes mapping can be 
seen in Table 1. 

Table 1. Summary of mapping of BIFS nodes into LASeR nodes 

BIFS Nodes LASeR Nodes 
Geometry nodes such as Rectangle, 
Curve2D together with their parent 
Shape node and Appearance attribute 
node 

Geometry nodes such as svg:rect, 
svg:path 

Text and FontStyle nodes svg:text and svg:tspan nodes 
Hyperlinking nodes such as Anchor 
and Inline 

svg:a and svg:foreignObject 
nodes 

Grouping nodes such as Transform2D svg:g node 
Top level nodes such as Order-

edGroup and Layer2D 
svg:svg node 

WorldInfo node svg:desc and svg:title nodes 
ImageTexture and PixelTexture 
nodes, and MovieTexture nodes 

svg:image and svg:video nodes 

Interpolator type nodes and 
Routes combined with TimeSensor 
nodes  

svg:animate type nodes 

Only TouchSensor nodes among the 
Sensor type nodes 

lsr:trigger node 

Conditional node lsr:script node 
Only AudioClip and AudioSource 
among the Audio nodes 

svg:audio nodes 

Switch node svg:g node with choice attribute 
Valuator node unmapped (no counterpart nodes) 
PointSet2D, CompositeTexture2D, 
and TextureCoordinate nodes  

unmapped (no counterpart nodes) 

TermCap and QuantizationParam-
eter 

unmapped (not applicable) 

2.2   Physical Mapping 

Scaling and translation of origin coordinates are to be carefully considered in map-
ping BIFS to LASeR scenes. The BIFS coordinate system has the x-axis positive to 
the right and y-axis positive to the top of the scene, while the LASeR coordinate sys-
tem has the same x-axis rule but y-axis positive to the bottom of the scene. Moreover, 
the BIFS origin coordinate starts from the center of the scene, while the LASeR origin 
coordinate starts from the top-left of the scene.  

Scaling is also applied to the whole scene sizes. While a high-powered device play-
ing BIFS scenes can display objects of large sizes in spatial resolution, a low-powered 
device can only display objects of small sizes according to its screen size limit.  
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The scaling attribute is according to the ratio of LASeR scene to the original BIFS 
scene. Translation is needed to interpret all BIFS geometrical description correctly 
into LASeR one. This includes motion paths, polygon coordinates, and any other 
things involved in geometry transformations and object animations. 

A scene may also contain real audiovisual objects such as images, audios, and vid-
eos which are transported through ES. While high-powered devices can present 
audiovisual objects of high quality to users, low-powered devices can only present 
low quality audiovisual objects due to its limited computing capability, storage and 
memory. Therefore, an object transcoder is needed for converting real objects of large 
spatial and/or temporal resolutions into lower quality ones.  

3   The Adaptation in the MPEG-21 Framework 

The multimedia content delivery value chain includes creation, transaction, delivery 
and consumption of digital items. Based on this fact, MPEG-21 multimedia frame-
work aims at universally accessible and uniquely consumable environment for multi-
media under various conditions. MPEG-21 provides such a framework to include all 
the members of a multimedia content delivery value chain. In the framework, there is 
no difference between multimedia creators and consumers or any other members of 
the value chain. Any entity that makes use or interacts with a Digital Item (DI) is 
called User. 

 

Fig. 1. The XML Schema of Usage Environment Tools 

In order to provide such an integrated multimedia framework between al related 
Users, MPEG-21 defines a set of normative specifications divided into 17 parts. The 
Part 7 of MPEG-21 Multimedia Framework, called MPEG-21 DIA, specifies the 
syntax and semantics of defined tools needed for universally accessible and uniquely 
consumable multimedia environments. The DIA tools enable various ways of adapt-
ing multimedia contents [5], whether it is in binary level or metadata level.  

The DIA tools are described in structured textual or binary XML files. These XML 
files can be used as an input to a transcoding process by the MPEG-21 DIA engine. 
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This means that the DIA descriptors (XML) are transferred to related parties during 
the delivery and usage of the MPEG-4 scenes. Since BIFS and LASeR are both meta-
data, the DIA Engine [5] performs adaptation on the metadata contained in the scene 
description schemes.  

The DIA tools are employed for adapting the DI according to the environment dur-
ing the delivery and usage of the DI. Therefore, Usage Environment Description tools 
are employed for the purpose of transcoding BIFS scenes into LASeR scenes. They 
include the descriptions for the user characteristics, terminal capabilities, network 
characteristics and natural characteristics, as showed in Fig. 1. 

3.1   Adaptation Based on Terminal Capability 

Terminal Capabilities include various descriptors for describing many aspects related 
to terminals, such as device class, codec capabilities, screen resolution, available stor-
age, available memory, CPU power, etc. In the following, the choice of descriptors 
included in our implementation is explained. We used a set of descriptors to give in-
formation about Codec Capability, Display, and Device Class of the terminal. 

Device Class. This descriptor can tell the server about what kind of terminal is going 
to consume the resource about to be sent by the server. By telling the server about the 
device class, first of all, the server can decide which scene (BIFS or LASeR?) should 
be sent to terminal. Then between PDA and Mobile Phone device class, the server can 
decide on various aspects. If the terminal is a PDA, frame rate of any video objects 
included in a scene will be reduced into 24 frame per seconds (fps), and it will also be 
reduced into 15 fps for Mobile Phone terminals. This reduction rule is decided by 
conducting some experiments with human vision, whether a specific frame rate is 
comfortable enough for a specific spatial resolution. The use of LASeR profile can 
also be decided using this information. PDA terminals can render LASeR scenes of 
full profile, while Mobile Phone terminals are mostly restricted to render only LASeR 
scenes of mini profile. 

Display Capability. This descriptor can tell the server about the screen resolution of 
the terminal. By telling the server about the screen resolution, the server can deter-
mine the resolution of the LASeR scene. Then the spatial resolution of visual objects 
included in the scene can then be determined by this information. 

Codec Capability. This descriptor can tell the server about the specific formats that 
the terminal may be capable of decoding and encoding. The Codec Capability de-
scriptor includes Audio Capabilities, Video Capabilities, and Image Capabilities. By 
telling the server about the decoding codec capability, the server can determine the 
new format of real media objects possible to be rendered by the terminal.  

Codec Capability Extension. The Codec Capability descriptors are only limited to 
describing the media codec available in the terminal. A set of descriptors for de-
scribing terminal capability of rendering specific file formats is also needed, be-
cause the Codec Capability is not complete enough for representing various types of 
codec embodied in each file formats. The File Format descriptors can be used as a 
complement or supplement to the Codec Capability descriptors. The descriptors for 
File Format are taken from MPEG-7 technology part 5 (Multimedia Description 
Schemes) [7]. 
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3.2   Adaptation Based on Network Characteristic 

The Network Capability descriptor is used for describing information on the available 
bandwidth for the server to send MPEG-4 scenes to the requesting client. By telling 
the server the amount of maximum and average of available bandwidth, the server can 
convert the bit rate of temporal-dependent media files included in the scene (audio 
and video) and the size of temporal-independent media files (image) so that all related 
files sum up to a size appropriate for delivery. 

3.3   Adaptation Based on User Characteristic 

The Presentation Priority Preference used for describing information on the Modality 
Priorities descriptor is used for indicating what type of real media files preferred by 
the user to have the closest quality to the original ones. This descriptor is needed by 
the server after bandwidth information is received. With the Modality Priorities de-
scriptor, the server can preserve the quality of the most preferred media modality of 
the user. For example, if a user always wants to hear a good quality audio, then the 
first priority is given to any audio files included in the MPEG-4 scene. If the band-
width is limited, the other files such as images and videos will be transcoded into 
smaller size according to the limit of the bandwidth. 

4   Implementation 

4.1   The BIFS-to-LASeR Transcoding 

We implement a script using XSLT (Extensible Stylesheet Language Transformation) 
for the purpose of mapping from one XML format (BIFS XMT-A format [2], [4]) into 
another (LASeR XML format [1]). An XSLT processor is executed in order to read 
the XSLT file as the input of mapping rules for transforming BIFS textual description 
into LASeR textual description. A Content Object Transcoder is applied in order to 
convert real files included in BIFS scenes. This system is called a BIFS-to-LASeR 
Transcoding Engine as shown in Fig. 2. 

 

Fig. 2. The BIFS-to-LASeR Transcoding Engine for text to text conversion 
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We implement a BIFS-to-LASeR Transcoding Engine with the concatenation of a 
BIFS Decoder [8] and a LASeR Encoder [9] in order to enable the binary to binary 
conversion. When a mobile client requests a multimedia presentation in MP4 (con-
taining binary BIFS) format, the BIFS Decoder firstly decodes the binary MP4 input 
into XMT-A (textual BIFS) format. Then, the BIFS-to-LASeR Transcoding Engine 
converts the XMT-A file into the LASeR XML format and transcodes its associated 
audiovisual objects accordingly. The LASeR Encoder is then executed in order to 
create LSR (binary LASeR) file to be sent to the mobile client. The technical details 
of this implementation are explained in our previous publication [10]. 

4.2   The MPEG-21 Framework 

We include a DIA parser as an engine for processing all information contained in the 
DIA descriptors both from the server and from clients. The DIA parser then sends 
information to the XSLT processor and Content Object Transcoder in order to convert 
the scene description files (XML files) and transcoding the related audiovisual objects.  
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Fig. 3. Request, transcoding, and delivery of MPEG-4 Scenes over MPEG-21 Framework 

As shown in Fig. 3, at first a client sends a request to the server for delivering an 
MPEG-4 scene by also sending a file containing DIA descriptors. The default MPEG-
4 scenes are written in BIFS and stored in MP4 file format. If the client is a PC or 
Notebook terminal, then the server will send the original (MP4) files to the client. If 
the client is a PDA or Mobile Phone, the server will gather all information contained 
in the DIA descriptors so that the BIFS-to-LASeR Transcoding Engine will be able to 
convert the XML and the audiovisual media files according to the usage environment. 
Before calling the BIFS-to-LASeR Transcoding Engine, the server calls the BIFS 
Decoder so that the MP4 files are converted into XMT files. After the execution of 
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the BIFS-to-LASeR Transcoding Engine, the server then calls the LASeR encoder so 
that the resulting XML files and adapted media files are encoded into one binary LSR 
file. Lastly, the server sends the adapted MPEG-4 scene to the client to be consumed. 

5   Experimental Results 

We present a test case with several visual objects in order to show our results. The 
first object is a set of JPEG images displayed in small sizes, and the second object 
is a video display of MPEG-4 visual format with a spatial resolution of 320x240 
pixels, bitrate 1177600 bps, and frame rate 30 fps, placed in the middle of the 
scene. 

The test case is a channel browser where a user can view the thumbnail for each 
program in the channel. The user can click the thumbnail in order to see the corre-
sponding video content. Each thumbnail size is 80x60 pixels. The BIFS version of the 
scene has a size of 480x360 pixels as shown in Fig. 4. The figure on the left part 
shows the first display of the scene, and then the user can click on the thumbnail in 
order to see the video content, as shown by the figure on the right part. 

The Device Class information for this test case is a Mobile Phone, as seen in  
Fig. 5. With this information, the server automatically decides that the MP4 file 
should be converted into LSR file, and a LASeR Mini Profile is used. The frame rate 
of the video files is converted into 15 fps. 

 

Fig. 4. The playing of binary (MP4) format of the test case on PC application 

 

 

Fig. 5. The Device Class descriptor 

  <UsageEnvironmentProperty xsi:type="TerminalsType">
   <Terminal> 
    <TerminalCapability xsi:type="DeviceClassType"> 
     <DeviceClass href="urn:mpeg:mpeg21:2003:01-DIA-DeviceClassCS-NS:5"> 
      <mpeg7:Name xml:lang="en">Mobile Phone</mpeg7:Name> 
     </DeviceClass> 
    </TerminalCapability> 
   </Terminal> 
  </UsageEnvironmentProperty> 
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The Display Capability information for this test case is a screen resolution of 
192x144, as seen in Fig. 6. With this information, the server automatically decides the 
conversion of spatial resolution of the images in the scene. For the thumbnail images, 
the spatial resolution is reduced according to a scaling factor of 192/480 = 0.4 and the 
width and height of the rectangle object. Therefore, the new size of the thumbnail 
images will be 80*0.4 x 60*0.4 = 32x24 pixels, and the new spatial resolution of the 
videos will be 320*0.4 x 240*0.4 = 128x96 pixels. We employ third-party image [11] 
and video [12] transcoding tools for this purpose. 

 

 

Fig. 6. The Display Capability (Resolution) descriptor 

The Codec Capability information for this test case is file formats of MP3 for audio, 
JPEG for images, and MPEG-4 for video. The video file format is further specified as 
avi file format. The descriptor can be seen in Fig. 7. With this information, any images 
will be converted into JPEG format. Since the BIFS scene already contains images in 
JPEG format, no conversion is needed. The video files are converted into MPEG-4 
format with avi extension so that the terminal can then render the content. 

 

 

Fig. 7. The Codec Capabilities descriptor 

The bandwidth information  of  the  network  can be  seen  from the  Network  
Condition descriptor in Fig. 8, which shows that the average bandwidth is 256 kbps 
and  the  maximum  bandwidth  is  512 kbps.  The  modality  preference  descriptor  is 

  <UsageEnvironmentProperty xsi:type="TerminalsType">
   <Terminal> 
    <TerminalCapability xsi:type="DisplaysType"> 
     <Display> 
      <DisplayCapability xsi:type="DisplayCapabilityType"> 
       <Mode> 
        <Resolution horizontal="192" vertical="144"/> 
       </Mode> 
      </DisplayCapability> 
     </Display> 
    </TerminalCapability> 
   </Terminal> 
  </UsageEnvironmentProperty> 
 

  <UsageEnvironmentProperty xsi:type="TerminalsType">
   <Terminal> 
    <TerminalCapability xsi:type="CodecCapabilitiesType"> 
     <Decoding xsi:type="AudioCapabilitiesType"> 
      <Format href="urn:mpeg:mpeg7:cs:AudioCodingFormatCS:2001:4.4"> 
       <mpeg7:Name xml:lang="en">MP3</mpeg7:Name> 
      </Format> 
     </Decoding> 
     <Decoding xsi:type="ImageCapabilitiesType"> 
      <Format href="urn:mpeg:mpeg7:cs:VisualCodingFormatCS:2001:4"> 
       <mpeg7:Name xml:lang="en">JPEG</mpeg7:Name> 
      </Format> 
     </Decoding> 
     <Decoding xsi:type="VideoCapabilitiesType"> 
      <Format href="urn:mpeg:mpeg7:cs:VisualCodingFormatCS:2001:3"> 
       <mpeg7:Name xml:lang="en">MPEG-4 Visual</mpeg7:Name> 
      </Format> 

      <Format href="urn:mpeg:mpeg7:cs:FileFormatCS:2001:7"> 
       <mpeg7:Name xml:lang="en">avi</mpeg7:Name> 
      </Format> 

     </Decoding> 
    </TerminalCapability> 
   </Terminal> 
  </UsageEnvironmentProperty> 
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Fig. 8. The Network Characteristics (Available Bandwidth) descriptor 

 

Fig. 9. The Modality Priorities descriptor 

  

Fig. 10. The playing of the binary (LSR) file on Mobile Phone emulator 

shown in Fig. 9. There is no audio content in the scene so that the first preference 
does not apply. The video bitrate exceeds the bandwidth limit, so that the bitrate of 
the video should be reduced into average bandwidth (256,000 bps). Therefore, the 
remaining available bandwidth is 256,000 bps. For the images, the total size is 50,265 
bytes = 402,120 bits. In the presence of remaining maximum bandwidth limit, we 

  <UsageEnvironmentProperty xsi:type="UsersType">
   <User> 
    <UserCharacteristic xsi:type="PresentationPriorityPreferenceType"> 
     <GeneralResourcePriorities> 
      <ModalityPriorities> 
       <Modality priorityLevel="1" href="urn:mpeg:mpeg7:cs:ContentCS:2001:1"> 
        <mpeg7:Name>Audio</mpeg7:Name> 
       </Modality> 
       <Modality priorityLevel="2" href="urn:mpeg:mpeg7:cs:ContentCS:2001:4.2"> 
        <mpeg7:Name>Video</mpeg7:Name> 
       </Modality> 
       <Modality priorityLevel="3" href="urn:mpeg:mpeg7:cs:ContentCS:2001:4.1"> 
        <mpeg7:Name>Image</mpeg7:Name> 
       </Modality> 
      </ModalityPriorities> 
     </GeneralResourcePriorities> 
    </UserCharacteristic> 
   </User> 
  </UsageEnvironmentProperty> 
 

  <UsageEnvironmentProperty xsi:type="NetworksType">
   <Network> 
    <NetworkCharacteristic xsi:type="NetworkConditionType"> 
     <AvailableBandwidth maximum="512000" average="256000"/> 
    </NetworkCharacteristic> 
   </Network> 
  </UsageEnvironmentProperty> 
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decided a 2 second maximum limit for the images to be transferred. Since the time 
transfer for the images is 402,120/256,000 = 1.57 seconds, there is no conversion 
needed to further reduce the file size of the images.  

After the transcoding process, the client receives a LASeR scene. The scene with 
the size of 192x144 pixels including the transcoded images and videos can be seen in 
Fig. 10. The left part shows the first display of the scene, and the right part shows one 
of the videos being played. 

6   Conclusion 

We have implemented an adaptation engine for the purpose of transcoding BIFS 
scenes into their corresponding LASeR scenes. The adaptation engine can automati-
cally decide the conversion rules and audiovisual object reduction formats contained 
in the MPEG-21 DIA descriptors. The terminal capabilities and user and network 
characteristics are considered for determining the adaptation decisions.  

The MPEG-21 DIA descriptors contain a set of rules that is sent to BIFS-to-
LASeR Transcoding Engine, which includes a BIFS-to-LASeR transcoding scheme 
with an XSLT stylesheet for automatic conversion of BIFS XMT-A files into LASeR 
XML files. This implementation enables content authors to reproduce existing scenes 
described textually in BIFS format into their identical scenes described textually in 
LASeR format. Finally, together with BIFS decoder and LASeR encoder, content 
providers are allowed to convert BIFS binary files into LASeR binary files for direct 
consumption by low-powered devices.  

This research can contribute to interactive MPEG-4 content providers, because the 
number of low-powered consumer devices is increasing these days. The whole system 
enables content authors to create one type of contents, and then reproduce and distrib-
ute them in real-time without the need of reauthoring or learning a new standard for 
the consumption of mobile devices.  
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Abstract. In this paper we propose several mapping schemes for
streaming video generated by state–of–the–art H.264 codec over IEEE
802.11e enabled wireless LANs. The schemes take advantage of both
802.11e’s QoS mechanism and some novel features of the H.264 codec, so
as to protect the most important information in terms of visual quality
and reduce distortion under network congestion. The proposed methods
are evaluated by means of the H.264 reference software codec, network
simulation, and objective video quality measurements. Results show that
the proposed methods achieve a robust and error resilient H.264 video
streaming over wireless LANs than traditional best–effort streaming.

1 Introduction

Video streaming is one of the most promising applications of the next–generation
wireless LANs. Thanks to major advances in both video coding and network-
ing technologies, services such as live broadcasting and video–on–demand over
wireless networks are becoming feasible. Recently, a new video codec has been
standardized by the ITU–T under the name of H.264/AVC (Advanced Video
Coding) [1]. This new codec offers several powerful features that make it espe-
cially attractive for streaming applications. These features include, an improved
coding efficiency, network “friendliness”, i.e., a better adaptation to the under-
lying network, and error resiliency.

These features can be complemented by network quality of service (QoS)
techniques, so that the combined effect of application– and network–level mech-
anisms limits the visual distortion brought about by the inherent jitter, loss, and
bandwidth dynamics of wireless networks.

1.1 QoS–Aware Video Streaming and Mapping

The term QoS–aware video streaming is used here to describe a type of streaming
system characterized by the integration of two main components; a QoS–enabled
wireless network, and a QoS–aware video streaming application.

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 818–829, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The general idea behind this concept is that the performance may be im-
proved if applications are “aware”—i.e., make use—of the service differentiation
provided by the IEEE 802.11e QoS architecture. Thus, a QoS–aware video ap-
plication marks the outgoing packets with some priority, taking into account
the type of video information they carry, in order for them to take advantage
of the service differentiation offered by the network. This approach is called
application–driven (or application–controlled) mapping, and is different from
the typical router–based marking which is done by edge routers based on rate–
metering or flow identification. This way, the differentiated treatment inside the
network yields a better visual quality by assuring a particular rate, limiting de-
lay and jitter, and discarding first less important packets when congestion arises.
This type of mapping has also been called semantic mapping. Note that when we
speak of QoS–aware streaming, we refer to methods in which a video stream is
somehow separated in “segments” (layers, frame types, partitions, etc.) to which
unequal priorities are mapped and then these segments are forwarded using the
differentiation mechanism of IEEE 802.11e.

In this paper, we propose and evaluate several mapping schemes to adapt
the QoS–aware video streaming concept to the state–of–the–art H.264 video
codec. The service differentiation approach of IEEE 802.11e can best leverage
the network adaptation and error resilience techniques of H.264.

1.2 Related Work

The idea of applying differentiated forwarding to different segments of coded
video streams is not new. Such approaches can usually be classified in three cat-
egories. The first category consists of a straightforward mapping between frame
types in the coded video stream and discard priorities. In this case, the video
stream is coded as a single–layer and forwarding is done in a single queue with
prioritized discard. In the second category, mapping is done so that each layer
is assigned to a specific IEEE 802.11e access category (AC) [2]. Some proposals
isolate layers in different queues serviced by a scheduler. Others use a mixture
of isolation/scheduling and prioritized discard [3]. Finally in the third classifica-
tion mapping is applied based on a distortion estimation. In [4], a classification
scheme for H.263+ streams is defined, in which each packet gets a score that
represents the impact its loss would have on quality. Afterwards, a DiffServ map-
ping is applied based on this pricing model. Mapping is then an optimization
problem where the objective is to minimize distortion (based on the loss index of
the packets and the loss rates of the DiffServ classes) under a budget constraint.

1.3 Outline of the Paper

The remainder of this paper is organized as follows. Section 2 presents an
overview of the main characteristics of both the H.264 video codec and IEEE
802.11e QoS mechanism. Our proposals of mapping strategies for H.264 video
using IEEE 802.11e service differentiation are introduced in Section 3. Section 4
describes the performance evaluation carried out to study some of our proposals,
followed by the conclusions and perspectives in Section 5.
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2 H.264 Video Coding Standard and IEEE 802.11e QoS
Mechanism

2.1 Overview of the H.264 Video Coding Standard

As stated earlier, H.264 [1] offers an improved compression efficiency [5]. In ad-
dition to an improved coding efficiency, a very important feature of H.264 is
that it is specifically designed for the transportation of coded video over a vari-
ety of existing and future network transport technologies. The design of H.264
addresses this need for flexibility and customizability by means of separating
the coded information into two layers: the Video Coding Layer (VCL) and the
Network Adaptation Layer (NAL) [6]. VCL represents the coded video informa-
tion in the most efficient manner possible, while NAL formats the VCL data
and organizes it in elements with the appropriate headers for its transport or
storage.

Regarding error robustness, H.264 includes several advanced features that are
closely related to the concept of NAL [7]. First, the key syntax elements of the
H.264 structure are flexible–sized slices. Each slice is conveyed in a single logical
data packet (called NAL–unit). H.264 also includes the concepts of Flexible
Macroblock Ordering (FMO) and Data Partitioning (DP). Section 3 discusses
these concepts in more detail.

2.2 Overview of the IEEE 802.11e QoS Mechanism

IEEE 802.11e [8] aims to support QoS by providing differentiated classes of
service in the medium access control (MAC) layer and to enhance the ability of
all the physical layers so that they can deliver time–critical multimedia traffic,
in addition to traditional data packets.

IEEE 802.11e uses enhanced distributed channel access (EDCA), a contention
based channel access function, to support multimedia applications such as voice
and video over the wireless medium [8][9][10]. EDCA is based on differentiating
priorities at which traffic is to be delivered, and it works with four ACs (access
categories), where each AC achieves differentiated channel access. This differen-
tiation is achieved through varying the amount of time a station would sense
the channel as idle and the length of the contention window during a backoff.
For a given station, traffics of different ACs are buffered in different queues.
Each AC within a station behaves like a virtual station. When a collision oc-
curs among different ACs within the same station, the higher priority AC is
granted the opportunity for physical transmission, while the lower priority AC
suffers from a virtual collision, which is similar to a real collision outside the
station [8].

EDCA supports eight different priorities, which are further mapped to the
four ACs, with AC3 having the highest priority while AC0 has the lowest prior-
ity [8]. AC3 is for voice transmissions; AC2 and AC1 are for video transmissions;
while AC0 is for best–effort data transmissions. Each frame arriving at the MAC
with a priority is mapped into an AC as shown in Table 1 [8].



Performance Evaluation of H.264 Mapping Strategies 821

Table 1. Priority to access category mappings in IEEE 802.11e EDCA

Priority Access Category Designation
(AC) (Informative)

1 0 Best–effort
2 0 Best–effort
0 0 Best–effort
3 1 Video Probe
4 2 Video
5 2 Video
6 3 Voice
7 3 Voice

3 Mapping Strategies for H.264 Video Using IEEE
802.11e Service Differentiation

Following an analysis of the existing proposals described in Section 1.2, we de-
cided to adopt an approach of straightforward mapping between coarse syntax
elements (like frames or slices) to IEEE 802.11e ACs, as in this case the infor-
mation required for mapping is directly available in the stream’s headers and no
complex parsing operations are required for this purpose. This approach is par-
ticularly suitable for streaming applications, which are time–sensitive in nature
and hence cannot sustain time consuming complex parsing operations. Remark
that, even if we have focused on streaming, the differentiated forwarding concept
of IEEE 802.11e can also be applied to interactive and real–time conversational
video services.

Several possible mapping strategies can therefore be envisaged for imple-
menting a QoS–aware H.264 streaming system, based on the following syntactic
elements or features of the H.264 standard: slices, FMO, and DP. Next, we de-
scribe our proposals for performing such a mapping, assuming an IEEE 802.11e
based wireless network scenario with ACs reserved for video streaming. Here it
is important to note that such a mapping is purely static in nature where the
arriving packets are differentiated solely on the basis of their pre–marked pri-
orities and hence their associations to different access categories with different
priorities. In other words, the underlying admission control mechanism is also
assumed to be static in nature.

3.1 Mapping Strategy Based on Slices

Each video frame can be divided in several parts of the same type called slices,
which are the main syntax element of the H.264 NAL and whose size is decided at
encoding time. Each slice contains a certain number of macroblocks in contiguous
positions, except for FMO (see Section 3.2). Slices are intended to be directly
converted into network packets, and can be decoded independently from each
other: this way, if each slice is transported in a single packet, the loss of a
packet—that is, a slice—shouldn’t break the decoding process [11].
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An H.264–coded video sequence is composed of Intra (I), Predicted (P), and
Bi–directional predicted (B) slices. In addition, B frames can also be used as
a reference for other B frames. Moreover, H.264 does not include a picture or
frame syntax element; it’s the slice header that carries the information on the
type (I, P, or B) of frame it belongs to.

Hence a mapping strategy can be based on slices. It consists of assigning
highest priority to I slices, medium priority to P slices, and lowest priority to B
slices. Thus I slices will be mapped to AC3, P slices to AC2, and B slices to AC1,
as presented in Table 2. Alternative strategies may be envisioned if, for instance,
there are only two access categories available for video data. For example, one
can map I and P slices to AC3 (highest priority) and B slices to AC2 (lower
priority).

3.2 Mapping Strategy Based on Flexible Macroblock Ordering
(FMO)

FMO is one of the novel error resilience and concealment features available in
H.264. In general, a slice contains contiguous macroblocks (in scan order). FMO
permits to create slices with non–contiguous macroblocks and assign these slices
to different groups. This way, error concealment algorithms can take advantage
of interleaved or scattered layouts [12].

Several mapping strategies based on FMOseem worthwhile exploring. To begin
with, the different groups of slices may be assigned to the different ACs. Moreover,
the way in which groups of slices are created might take into account explicit error
concealment for hiding visual impairments. For instance, the center of an image
may arguably be more relevant to the viewer than its edges; therefore, in order to
achieve a good subjective quality, one may imagine that macroblocks at the center
of a frame are assigned to a slice group which is forwarded with the highest priority
and, conversely, those at the edges are transported by lower priority packets.

Thus for FMO resulting in two slice groups, the highest priority slice group
will be mapped to AC3, while the lower priority slice group will be mapped to
AC2, as shown in Table 2.

3.3 Mapping Strategy Based on Data Partitioning (DP)

DP is an error resilience feature that relies on the hierarchical separation of
coded video data in different elements at a very low level. Normally, all symbols
of a macroblock are coded together in a single bit string that forms a slice. Data
partitioning, however, creates more than one bit strings (called partitions) per
slice, and allocates all symbols that have a close semantic relationship with each
other into an individual partition [11]. There are three hierarchically ordered
levels of partitions: A (headers, macroblock types, quantization parameters and
motion vectors), B (intra coefficients), and C (inter coefficients). A–type is the
most important partition. B–type partitions require the availability of the corre-
sponding A–type partitions. C–type partitions are the least important ones and
they require A–type but not B–type partitions.
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Table 2. Main mapping strategies for H.264 video

Codec Feature Mapping Strategy
I slices → AC3

Slices P slices → AC2
B slices → AC1

FMO Slice group 1 (High Priority) → AC3
Slice group 2 (Low Priority) → AC2

A–type partitions → AC3
DP B–type partitions → AC2

C–type partitions → AC1

DP is also a natural candidate for IEEE 802.11e AC mapping. It offers a very
granular semantic separation of the coded video, and this separation is done in
three hierarchical levels, which can be directly mapped to the three ACs, as
depicted in Table 2.

4 Performance Evaluation

An evaluation procedure is carried out using two of our proposed mapping strate-
gies, namely slice–based and FMO–based, with the goal of verifying whether the
syntax element–based QoS–aware H.264 streaming over IEEE 802.11e enabled
WLAN yields a better visual quality than the regular best–effort WLAN stream-
ing under different levels of congestion and channel degradation. We consider an
IEEE 802.11e enabled wireless LAN scenario where video flows are transported
over UDP and generate heavy congestion in a particular bottleneck link.

4.1 Overview of the Simulation Methodology

The evaluation is done following the simulation–based process depicted in Fig. 1.
The point of departure is a raw YUV digital video sequence. The sequence is
processed by an encoder that generates the H.264 bitstream. The second block
is a parser/packetizer that analyzes the bitstream, identifies the syntax elements
(NAL units), applies a particular mapping strategy and generates a trace file
for the network simulator. The parser embodies our proposals for QoS–aware
semantic mapping of H.264 video.

The third block is the simulation, which is performed by the ns–2 network
simulator [13]. The simulator uses an input trace file as a traffic generator while
a simulation script defines the network topology, the background traffic, and so
on. The result of the simulation is an output trace file which is used by the
error insertion block to detect lost packets and erase them from the original
H.264 bitstream. Then, the distorted bitstream is decoded to a raw video file for
visualization and quality evaluation. Quality evaluation is an important issue
regarding multimedia networking applications. In this paper, we have chosen
PSNR as the objective quality evaluation method to evaluate the perceptual
QoS maintenance performance.
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Fig. 1. H.264 evaluation process

This process requires the integration of several components, of which we devel-
oped the parser, the ns–2 extensions and the error insertionmodule.Atboth ends of
the processwe find the H.264 codec, as the key component. In addition to its coding
features, error robustness in the decoder is mandatory. We work with version 9.6 of
the codec [14], which is, to the best of our knowledge, the most recent version with
documented error–robustness.Nevertheless, robustness features in this version are
somewhat limited. As a consequence, the reference code for the codec is modified to
make it error resilient enough in order to enable it to decode the resulting distorted
bitstream. This is one of the key accomplishments of this work.

4.2 Procedures for Video Coding, Mapping, and Error Insertion

As seen in Section 3, the proposed mapping strategies are defined in terms of
coding options. For this evaluation and according to the error robustness features
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Table 3. H.264 encoder configuration parameters

Parameter/Option Value
Frequency for encoded bitstream 15

Hadamard transform Used
Image format 352 × 288

Error robustness On
Search range 16

Total number of references 5
References for P slices 5

Sequence type I–B–P–B–P
Quantization parameter for I slices 28
Quantization parameter for P slices 28
Quantization parameter for B slices 30

Entropy coding method CABAC
Profile/Level IDC 100/40

Search range restrictions None
RD–optimized mode decision Used
Data partitioning (DP) mode 1 partition

Output file format H.264 bitstream file format
Residue color transform Not used

available in the codec, we focused on two of our proposed mapping strategies, i.e.,
the mapping of slice types, and slice groups (using FMO, based on “interleaved”
mapping, resulting in two slice groups) to IEEE 802.11e ACs.

We select a video sequence called ‘Foreman’ in CIF format (352 × 288 pix-
els). The sequence is encoded at 15 fps with a target rate of 451 kbit/s. The
output format is chosen as Annex B NAL units and fixed–size slicing mode is se-
lected, with a target size of 1000 bytes per slice. Table 3 summarizes the various
configuration parameters used in generating the H.264 bitstream.

The parsing module reads the NAL units from the bitstream, identifies the dif-
ferent slice types/groups and generates a trace line per packet with the following
information: emission time, size, and priority. The emission time is set in function
of the target frame rate (15 fps). For the final packet size, the parser adds 28 bytes
to the original NAL unit size (20 bytes from the IP header and 8 bytes from the
UDP header). Precedence is set according to the slice and FMO based mapping
schemes shown in Table 2, following the guidelines described in Section 3.

The error insertion module erases from the original coded stream those pack-
ets that were lost during the simulation due only to forced or early discard in
the bottleneck link. No losses related to excessive delay or jitter are considered
in this evaluation (i.e., playout buffers are not taken into account).

4.3 Results

The proposed schemes are evaluated using a video streaming scenario over wire-
less LAN. By comparing our proposed mapping based streaming approaches,
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Table 4. Average PSNR of received Foreman video sequence

Method Datarate Average PSNR (dB)
Slice–based FMO–based

High 31.59 32.04
Best–effort Medium 32.78 33.26

Low 34.13 34.69
Average 32.83 33.33

High 35.87 36.17
Proposed Medium 36.79 37.11

Low 38.06 38.35
Average 36.91 37.21

Fig. 2. PSNR values for the received Foreman sequence

employing IEEE 802.11e service differentiation mechanism, with the regular
best–effort streaming, we strive to show the enhanced performance achieved.

To simulate an IEEE 802.11e based wireless streaming environment a QoS
Basic Service Set (QBSS) infrastructure is considered. First of all, the QBSS
is fully loaded by injecting an 8 Mbps best–effort traffic into the simulation
environment. Then, after 5 seconds, the H.264 video flows are injected into the
network. To apply congestion control to the best–effort flow, a simple rate control
scheme is applied which locks AC0 to limit it to further congesting the network.
In order to simulate the effects of wireless channel degradation, we successively
deteriorate the link quality between QAP (QoS access point) and QSTAs (QoS
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Fig. 3. Average PSNR

Fig. 4. Total loss rate

stations) which in turn reduces the data rate of the corresponding link and thus
limits the total available bandwidth. As a result, for example in the slice–based
mapping case, the QoS–demanding video flows of I and P slices suffer a shortage
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of available bandwidth during that period. Thus in order to achieve the target
bitrates of I and P slices, QAP drops the packets belonging to B slices.

Table 4 shows the receiver–side video quality in terms of average PSNR of
the ‘Foreman (CIF)’ video sequence in deteriorating channel conditions for both
the proposed and the best–effort streaming scenarios. High values of average
PSNR for the proposed streaming schemes, clearly demonstrate the effective-
ness of our streaming solutions. Not only the resulting stream is error resilient,
it also adapts well to the changing network environment due to varying channel
condition. Fig. 2 shows the plots of PSNR values for the proposed as well as
the best–effort streaming scenarios. These plots clearly show that the proposed
streaming schemes have outperformed the best–effort ones, with FMO–based
mapping strategy giving slightly better performance than the slice–based map-
ping strategy.

The plots in Fig. 3 and 4 show the results of quality evaluation for all simu-
lation scenarios. The plots reveal that as the network load is increased beyond
its bottleneck capacity, not only our proposed streaming schemes perform better
than the best–effort streaming methods, but these also offer very low loss rates
compared to the best–effort ones.

5 Conclusions and Future Work

In this paper we have proposed and evaluated several methods of QoS–aware
streaming for the H.264 video codec over IEEE 802.11e enabled wireless LAN.
According to evaluation results, the proposed methods help in reducing visual
impairments in deteriorating channel conditions when compared to a best–effort
network service. The evaluation methodology and tools described in Section 4.1
allow for a broad range of specific studies for a variety of streaming and network-
ing scenarios. In addition, these schemes can be further enhanced by employing
a scalable extension of the H.264 coding standard, while employing various dy-
namic mapping strategies not implemented in the current work.
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Abstract. Transcoding is an important technique for reducing the bit rate or 
spatial resolution to meet the constrained transmission bandwidths and terminal 
capabilities. In this paper, we propose a spatial downscaling transcoding 
method to convert an MPEG-2 bitstream into an H.264/AVC bitstream. A novel 
feature of the proposed method is to focus on the fast mode decision that fully 
exploits the advantages of variable block-size motion compensation feature in 
H.264/AVC. In the transcoder, types and motion vectors of pre-encoded 
macroblocks are considered together to decide the new encoding block type. 
While maintaining a reasonable image quality, the proposed method 
significantly reduces the computational complexity and facilitates the video 
servers to provide multimedia service in real time for heterogeneous clients. 
Experimental results show that our method is very effective. 

1   Introduction 

Over the past several years, the Internet has witnessed a tremendous growth in the use 
of video streaming. As the number of terminal devices and multimedia compress 
formats increase, interoperability between different systems and different networks 
becomes more and more important.  Therefore, devices such as gateways, multipoint 
control units, and servers must be developed to provide a seamless interaction 
between content creation and consumption [1]. Transcoding is an important 
technology for solving this problem. Specially, during the transcoding the feature of 
spatial resolution reduction should be included to adapt for the various terminal 
devices. 

 H.264/AVC is the up-to-date video compression standard, which employs variable 
block-size motion compensation for inter coding and directional spatial prediction for 
intra coding to achieve high coding efficiency [2]. But currently most multimedia 
resources are based on MPEG-2, so a flexible transcoding method from MPEG-2 bit 
stream to H.264/AVC bit stream is highly desirable. 

In the literatures, several transcoding methods have been proposed and most of 
them focus on motion vectors mapping, motion vector refinement and error resilience 
etc. [3-10]. Spatial resolution transcoding is mainly focused on mode decision, motion 
vectors mapping, re-estimation and refinement [3-6]. In [3], the problems associated 
with mapping motion vectors and MB-level data were addressed. Macroblock mode 
decision by reusing the pre-encoded information was discussed in [3] and [4]. The 
primary contribution of the work in [5] and [6] was on motion vector scaling 
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techniques. However they are all designed for fixed-size block-based motion 
estimation. Therefore they are not suitable for the MPEG-2 to H.264/AVC 
transcoding system because of the variable block-size motion estimation feature 
adopted in H.264/AVC.  

In this paper, we propose a new method to convert an MPEG-2 stream into an 
H.264/AVC stream with half the spatial resolution. While enhancing the coding 
efficiency for H.264/AVC compression standard, multiple modes decision and motion 
estimation consume most encoding time. So reducing the complexity of mode 
decision and motion estimation is one key technique for transcoding. Our proposed 
method is such a solution to simplify this procedure. Compared with the methods 
listed above, in our method, the feature of variable block-size motion estimation is 
fully exploited to obtain an adaptive transcoding method suitable for the H.264/AVC 
standard. We consider all the modes supported by H.264/AVC such as Inter16x16, 
16x8, 8x16, 8x8, 8x4, 4x8, 4x4. While re-encoding a frame, we mainly focus on how 
to get the proper encoding mode fast by reusing the MB-level data extracted from the 
MPEG-2 bitstream. And then get new adaptive motion vectors for the new 
macroblock of the downscaled sequence. Furthermore, we could do a motion vector 
refinement to obtain a better result. Additionally, motion estimation based on block 
sizes smaller than 8x8 is enabled in the H.264/AVC standard and it can make 
identifiable coding gain at high bit rates [13]. We will apply it on some areas with 
complex motion to further improve the performance. 

The rest of this paper is organized as follows. In Section 2, we will propose our 
transcoding architecture. Then we will describe our algorithm in detail in Section 3. In 
this section, mode decision and motion vector re-estimation will be discussed. Finally, 
experiment results are presented in Section 4 and Section 5 concludes this paper. 

2   Transcoding Architecture 

Two major transcoding architectures are popular: the cascaded pixel domain 
transcoder (CPDT) [10] and the DCT domain transcoder (DDT) [11]. CPDT is such a 
straightforward  way  which  decodes  the  video  bit  stream and fully  re-encodes  the 

Fig. 1. CPDT transcoder architecture with spatial resolution reduction 

reconstructed images at the new rate. As its decoder-loop and encoder-loop can be 
totally independent, CPDT is flexible and drift-free. DDT directly processes the DCT 
coefficients and it is difficult to handle spatial resolution changes without causing 
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considerable drift. So for MPEG-2 to H.264/AVC transcoding, as the different 
transform methods used in two standards, we would prefer to CPDT architecture. As 
shown in Fig.1, it is flexible for the architecture to reuse the pre-encoded information 
in the H.264/AVC encoder. And we could mainly focus on the mode decision 
algorithm independently. 

In our transcoding scheme, we mainly focus on how to simplify the process of 
mode selection, so as to reduce the computational complexity in the re-encoding 
greatly and make the real-time transcoding into reality.  

Consider a downscale-by-two spatial reduction. As shown in Fig.2, four original 
macroblocks generate one output macroblock. Each of the original macroblocks and 
its reference blocks are downscaled to an individual block (8x8) and the 
corresponding motion vectors are related to each 8x8 block. 

Fig. 2. downscaled motion vector by two 

A straightforward approach is to average the four motion vectors available and 
employ inter_16x16 mode for encoding. This can be well used in transcoding for the 
old compression standards. It would not introduce any problem if all the four motion 
vectors of the four original macroblocks are equal. However, when the four motion 
vectors are not well aligned, such a scheme will yield a poor result. To improve the 
algorithm, AMVR architecture [5] and AME method [6] are proposed to obtain an 
adaptive motion vector for the new 16x16 macroblock. But all these methods are not 
well suitable for the H.264/AVC transcoding because of the variable block-size 
motion estimation and compensation. To address this problem, we propose a new 
hybrid algorithm for downscaled transcoding from MPEG-2 to H.264/AVC.  

In this hybrid system, firstly, we fully decode the MPEG-2 bitstream and record 
the coding type, motion vectors and residuals of every pre-encoded macroblock. After 
downscaling by factor 2, four pre-encoded macroblocks turn into four 8x8 blocks and 
each 8x8 block has a motion vector. Based on the four 8x8 blocks, we perform merge 
or split operation and fully make use of the feature of multiple modes in motion 
estimation in the H.264/AVC standard. Inter_16x16, inter16x8, inter8x16 and 
inter8x8 are used in this hybrid architecture. Furthermore, if the inter_8x8 is selected, 
all the sub-block modes such as 8x4, 4x8 and 4x4, are considered. The explicit 
algorithm will be introduced in the next section. Fig.3 shows the architecture of this 
hybrid transcoding.  
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Fig.  3. Transcoding architecture with mode decision and MV mapping 

3   Proposed Algorithm 

We mainly focus on I and P frames. (B frames can be processed as P frames 
similarly) In MPEG-2 to H.264/AVC transcoding, after down sampling, every four 
pre-encoded 16x16 macroblocks are downscaled to four new 8x8 blocks in one 
macroblock. As shown in Fig.2, four 8x8 blocks have four motion vectors (for intra 
macroblocks, we set the motion vectors equal to 0 temporarily). If one or more pre-
encoded macroblocks of the four, but not all the four, are intra coded, we will select a 
motion vector for the intra from the other inter macroblocks in these four by: 

arg min ( )i
i

t SAD mv= i=a, b, c, d 

intra tmv mv=             (1) 

where SAD(mvi) means the sum of absolute differences of  the intra macroblock by 
using motion vector mvi. And we set the mvintra as the motion vector of the intra 
macroblock. 
The re-encoding technique is described as following: 

1. For I frame: After fully decoded from MPEG-2 bit stream and downsampled, the 
frame is fully re-encoded as intra frame in H.264/AVC formant. 

2. For P frame: After fully decoding and downsampling, we use the info extracted 
from the MPEG-2 bit stream to decide the re-encoding mode. Then do the motion 
vector mapping and refinement to obtain the adaptive motion vector. 

In the following two sub-section, we will mainly discuss how to re-encode an inter 
frame. 

3.1   Blocks Merge or Partition Procedure  

As H.264/AVC supports variable block-size motion estimation, it will allow us to use 
the original information to select the best encoding mode for the current macroblock 
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in transcoding. We could merge some 8x8 blocks into larger ones or separate them 
into smaller ones. Fig.4 illustrates the flow: 

Fig. 4. Merge and partition  

As known, although small block-size motion compensation, such as inter_8x4, 
inter_4x8, inter_4x4, can produce less residuals, but it consumes more bits for motion 
vectors. And sometimes it does not represent the real motion. On the other hand, big 
block motion estimation produce more residuals with less bits on motion vector. 
Generally speaking, for a larger homogeneous area, large block-size may give better 
overall performance. And for an area with detailed textures or edges, small blocks 
may be more suitable [12]. In our transcoding scheme, with little computational 
complexity increasing, all of the modes should be included to make a better 
performance. After down-sampling, if the motion vectors of the neighbor 8x8 blocks 
are similar, the blocks are predicted in the same direction and we could merge them 
into a larger one to save bits for motion vectors. While no merge procedure happens, 
it shows that the motion vectors of four 8x8 blocks are not well aligned. And if these 
four blocks have more details, small block-size prediction should be done to reduce 
the bits for residuals. Such is a merge or partition procedure in re-encoding the frame. 
The merge and partition are two parallel modules and they do not increase the 
computational complexity much. 
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One merging procedure is listed in [12], and our merge constraint is as follows: 

D(Va, Vb )=| x1  x2 | + | y1 y2 |   <=  TH          (2) 

where Va  and Vb are two motion vectors representing Va (x1, y1), Vb(x2, y2), and 
function D is designed to represent the difference between the motion vectors. TH is a 
threshold which is selected equal to 2 in our experiments. And the TH can also be 
dynamically adjusted as explained in [12]. When the difference between the motion 
vectors of two neighboring 8x8 blocks a and b are not larger than TH, blocks a and b 
are merged to a larger one. The merging process can be expressed as follows: 

1. if ( D(Va, Vb)<= TH && D(Vc, Vd)<=TH ) 
   inter_16x8 mode is selected 

2. if ( D(Va, Vc)<= TH && D(Vb, Vd)<=TH )
   inter_8x16 mode is selected

3. if  1 and 2 are both  true
    inter_16x16 mode is selected 

else if 1 and 2 are both false 
  inter_8x8 mode is selected. 

If four 8x8 blocks are merged into a 16x16 block or two 16x8 blocks, the motion 
vector MV16x16 can be obtained by the AMVR [5] or the AME [6] method. Other 
scheme such as align-to-best (ABW) and align-to-worst (AWW) [5] can also be used 
to produce the motion vector MV16x16. Here we would choose ABW method to do the 
mv mapping.  

If inter_8x8 mode is selected, we will partition the 8x8 block into small ones in 
some conditions. For some macroblock with more detail or not well predicted, the 
motion estimation based on block sizes smaller than 8x8 can achieve a coding gain. 
So we will do this partition for the macroblocks that have large residuals and the 
constraint is  

original
i numbermacroblocktotal

W
A

__
κ≥               (3) 

Here, Ai represents the predictive residuals of the pre-encoded macroblock in the 
MPEG-2 sequence. W is the whole residuals of the first I frame in the same GOP. 
κ is an adaptive coefficient. Through our experiments, it is set to 1/4. Generally, if a 
video contains high motion activity, the difference between two consecutive frames 
will be large [14]. This means the predicted picture have more residuals or details and 
it will consume more bits for coding. To increase the prediction accuracy and reduce 
the residuals, small block-size motion estimation will be used here. So in formula 3, 
the efficient κ has much relation with the motion activity. In Fig.5 [14], it shows the 
relation between the motion activity and actual number of bits required to encode 
each of P-frame in a 200-frame test video segment. Therefore, we could guess the 
κ has a linear relation with the motion activity and we would further validate it in the 
future work. An adapative κ would give a better performance not only in quality but 
also in computational complexity.  
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Fig. 5. The relation between motion activity and the number of bits required to encode each  
P-frame of a test video segment 

Including small block-size inter prediction may not present the real motion, but it 
could prevent residuals expansion especially for those with more details. 

3.2   Encoding Architecture: Mode Decision   

When re-encoding, if the original frame is I frame, it is fully re-encoded as intra 
frame. And for P frame in the original sequence, every downscaled new macroblock 
coding type is processed as follow: 

1. If all four original macroblocks are intra coded, the corresponding new 
macroblock will be coded with intra mode. 

2. If one or more of the four original macroblocks, but not all four, are intra 
coded, we will first select motion vectors for the intra blocks and then do the 
merge and partition operation described in Section 3.1. After get the inter  
mode, the selected inter mode and the intra mode are compared to decide the 
final coding mode for the current macroblock. 

3. If four original macroblocks are all inter coded, we will do the merge and 
partition procedure as described in Section 3.1. Then the coding type is 
selected and the corresponding motion vectors are reused and further 
refined. 

For the inter frames encoding, all the integer-pel motion vectors are obtained directly 
from the MPEG-2 bitstream. The motion vectors are right shifted two bits to the get 
integer-pel motion for H.264/AVC. Furthermore, as H.264/AVC includes quarter-
sample motion compensation, we should do a motion vector refinement by searching 
the surrounding positions in sub-pel accuracy after obtaining the integer-sample 
motion vector.  This will make notable gains in quality and re-using the motion vector 
will reduce the time of motion estimation greatly. 
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4   Experimental Results 

To test our proposed transcoding scheme, experiments are conducted with 
H.264/AVC reference software JM8.2. In our simulation, the input MPEG-2 
bitstreams are of CIF resolution (352 x 288) at 2 Mbps. Each group of pictures (GOP) 
contains 10 frames just including I and P frames (B frames can be processed similarly 
as P frames). The target H.264/AVC bitstream is of QCIF resolution (176x144). We 
use PARIS, NEWS, FOREMAN and MOBILE as our test sequence and the results 
are presented. For each sequence, four transcoders are simulated which are different at 
the re-encoding process.  

Full mode: Encode with all the supported modes in H.264/AVC and do an 
exhaustive search for motion estimation 
Only inter_16x16: Besides the intra and skipped type in H.264/AVC, only 
inter_16x16 mode is selected for encoding the inter frame. Also do an 
exhaustive search for motion estimation. 
Only inter_8x8: Besides the intra and skipped type in H.264/AVC, only 
inter_8x8 mode is selected for encoding the inter frame. Also do an exhaustive 
search for motion estimation. 
Proposed method: Our proposed transcoding architecture. 

In the simulation, the AMVR architecture and the AME method are not simulated. 
This is because they are for fixed-block-size transcoding, and its performance would 
not be better than that of our second simulation method in which only inter_16x16 is 
selected. The four sequences have variable motion activities and we could compare 
the simulation convictively.  

Fig.6 shows the R-D performance of the four sequences. It can be seen from the 
four figures that our proposed method has a steady performance not only at low bit 
rate but also at high bit rate. Our proposed method has almost the same performance 
as the full mode transcoding especially for the News and Mobile sequence. Although 
full mode transcoding obtains the best performance, it has the biggest computational 
complexity. Our proposed method performs not as well as the full mode, but it is 
better than the ones with only inter16x16 and only inter_8x8 applied, although the 
two transcoders do the exhaustive search for the best motion vector.  

So we can conclude that, for some sequences with less motion such as News and 
Paris, the merge procedure will take effect. While maintaining the same image 
quality, lots of bits are saved from motion vectors when re-encoding. On the other 
hand, for some sequences with large motion activity such as Mobile sequence, the 
partition procedure will work and make a more accurate prediction with small block-
size. How to balance the big block-size prediction and small block-size prediction is 
an important factor to affect the coding quality. And it is a further topic we will focus.  

In the meantime, our proposed method has a very low computational complexity 
and it is more practical for real-time transcoding. As shown in Fig.7, the relative 
computational complexity of our proposed transcoding method is about 21.4% of the 
full-mode ME re-encoding method. To further reducing the re-encoding time, we will 
focus on the transcoding technologies in frequency domain with close loop 
architecture. There are some difficulties because of the variable block-size motion 
compensation with small block sizes and we will do it in the future research work. 



838 B. Hu et al. 

The following figures are the experiment results: 
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(d) Mobile 

Fig. 6. RD curves of different transcoding methods 

Fig. 7. Average computation complexity 

5   Conclusions 

In this paper, we have proposed a novel approach to convert an MPEG-2 bitstream 
into an H.264/AVC bitstream with only half spatial resolution of the original. Unlike 
the traditional methods, we make a good use of the new feature of H.264/AVC, 
variable block-size motion compensation with small block sizes. Our proposed 
method combines the MPEG-2 decoder and H.264/AVC encoder closely in the 
downscaled transcoding. While maintaining the reasonable image quality, we reduce 
the computational complexity greatly. This method, combined with temporal 
resolution reduction methods, will produce a more applicable future in the mobile 
multimedia access. To perfect our method, a further research will focus on adaptive 
κ  coefficient and DCT-domain transcoding in H.264/AVC. 
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Abstract. Frame rate up-conversion (FRUC) is a useful technique for a lot of 
practical applications, such as display format conversion, low bitrate video cod-
ing and slow motion playback. Unlike traditional approaches, such as frame 
repetition or linear frame interpolation, motion-compensated frame interpola-
tion (MCFI) technique which takes block motion into account is regarded as a 
more efficient scheme. By considering the deficiencies in previous works, new 
criteria and coding schemes for enhancing motion derivation and interpolation 
processes are suggested. We then integrate the proposed MCFI scheme into the 
decoding process of the latest coding standard, H.264/AVC. In addition, adap-
tive frame skip is fulfilled at the encoder side to maximize the power of MCFI 
in video coding applications. As a result, the encoder can adopt the MCFI dy-
namically and can decide whether the input frame should be coded or dropped 
then interpolated. Experimental results show that our proposal indeed enhances 
the overall quality, both subjectively and objectively, especially for the low bi-
trate video coding. 

Keywords: Frame Rate Up-Conversion, Motion Compensated Frame Interpola-
tion, Adaptive Frame Skip. 

1   Introduction 

The popularity of advanced television and multimedia information systems has 
caused a rapid increase in the number of video sources and variety of display formats. 
This has resulted in a demand for converting between various formats efficiently. In 
contrast with super-resolution video reconstruction [1], frame rate up conversion 
(FRUC), as implied by the name, is a process to convert the video frame rate from a 
lower number to a higher one. When a video sequence is encoded to a certain com-
pression ratio, frame interpolation technique (FIT) is always used as a post-processing 
tool to reconstruct the skipped frames. FIT reduces the temporal jerkiness by repre-
senting video at any desired frame rate (even to the full frame rate) on the basis of 
interpolation techniques. 

The development of FRUC potentiates a lot of video applications. The most prac-
tical one, probably, is to enhance the reconstructed quality of a low bitrate coded 
video. For example, in the video conferencing applications, it is inevitable for an 
encoder to have a number of frames skipped. A temporal interpolation is then helpful 
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to smooth over those discontinuities. Besides these applications, FRUC can also bene-
fit slow-motion playback by synthesizing those inexistent intermediate frames for 
smoothing slow motion playback. Other well-known applications include PAL-NTSC 
conversion and the video editing. FRUC may also impact on the rate allocation policy 
of a scalable video coding scheme. 

Conventional FRUC approaches (such as frame repetition and linear frame inter-
polation) did not take motion information into account. As long as the video sequence 
has large or complex motion, those approaches may fail, and annoying artifacts such 
as motion jerkiness or image blur may appear. In recent researches [2-10], the motion-
compensated frame interpolation (MCFI) scheme is widely adopted. MCFI enhances 
the reconstruction video quality by exploring block motions of interpolated frames. 

Although MCFI is a post-processing tool at the decoder end, it still has something 
to do with the encoder. Since the activity of the object movement often varies from 
time to time, adaptive frame skip is performed to overcome the shortage that the video 
quality of FRUC is seriously constrained by the information provided by the encoder. 
When the object motion is slower and more linear-like, we may skip more frames 
between two coded frames. Otherwise, the number of skipped frames should be kept 
small. Adaptive frame skip (AFS) scheme was also presented in [10], where a suitable 
skipping number is selected from a pre-defined set. Inspired by [10] and observed 
from our simulation results, we found that there is still large room for enhancing the 
performance of FRUC with the aid of AFS. 

The remainder of this paper is organized as follows. Section 2 gives an overview 
of MCFI. A system framework of the adopted MCFI process is presented in  
Section 3. Next, in Section 4 our implementation of AFS in the encoder end is ad-
dressed. Experimental results and discussions are given in Section 5. Finally, Section 
6 concludes this write-up. 

2   An Overview of Motion Compensated Frame Interpolation 
(MCFI) 

Video sequences usually contain a huge amount of temporal redundancy that can be 
exploited for coding and processing purposes. Motion estimation and motion compen-
sation are powerful means for exploiting such redundancy and are used in most ad-
vanced video coding standards. Although the concept of MCFI is similar to the bidi-
rectional prediction mode of B-frame in all prevalent coding standards, the applica-
tion of MCFI is different from that of the bidirectional prediction since the motion 
fields of the interpolated frame are not estimated at the encoder and transmitted to the 
decoder. The success of MCFI depends on how well the real motion vector can be 
obtained since there is no residual information favoring the reconstruction of those 
skipped frames. Once the motion vectors are incorrect, block artifacts will be intro-
duced thereafter. Therefore, it is crucial 1) to correctly evaluate the reliability of the 
motion vectors no matter the motion vectors are derived from block-based motion 
fields within the bitstream or obtained from the re-estimation process, and 2) to esti-
mate true motion vectors efficiently if the motion description is not available or not 
appropriate. 
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The main assumption of MCFI is that: there is a linear object translation within a 
short time period. In the case of 1:2 up conversion, the motion of the interpolated 
frame is V/2 to the previous frame and –V/2 to the current frame, where V is the mo-
tion from the current frame to the previous one. A bidirectional interpolation is intro-
duced to synthesize the in-between frame, and therefore, each pixel in the interpolated 
frame is generated by combining the corresponding pixels in the forward and the 
backward reference frames. In other words, the values of the interpolated pixels 
should be: 

( , 1) ( , )
1 2 2( , )
2 2

v v
f x t f x t

f x t
+ − + −

− = ,     (1) 

where f(x,t) denotes the pixel value at location x and in time t. 
In addition, Fig. 1 reveals the general framework to cooperate FRUC with the 

MPEG decoding process. It fulfills interpolation independently of the encoder except 
for the use of block motion vectors provided by the encoder. By utilizing the embed-
ded motion information and the reconstructed frames in the MPEG decoding process, 
MCFI can be done efficiently due to the significant decrease of computation of mo-
tion estimation. Finally, the decoded frames and interpolated frames are multiplexed 
to form an up-converted video. However, the precision of the available motion vec-
tors limit the quality of interpolation, so it is essential to identify unreliable motion 
vectors and fine-tune them further. 

 

Fig. 1. A generic flowchart to integrate FRUC with the MPEG decoding process 

3   System Framework of MCFI 

The major components of our frame interpolator include motion derivation and mo-
tion-compensated interpolation, as shown in Fig. 2. The purpose of motion derivation 
is to obtain accurate motion vectors such that motion-compensated interpolation can 
perform well since the performance of MCFI depends significantly on the motion 
vector accuracy. In the motion derivation process, motion vectors embedded in the 
bitstream are extracted and then classified adaptively into a bad or good category first. 
If the motion vector is not available or has been categorized into the bad group, over-
lapped block bi-directional motion estimation (OBME) is performed. A median filter 
to eliminate the discontinuities and to smooth the motion fields in the neighboring 
blocks is then applied. Finally, motion vectors of all blocks are generated, and adap-
tive OBMC is employed to obtain the to-be-interpolated frames. 
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Fig. 2. The flowchart of the proposed MCFI approach 

3.1   Obtaining Motion Vectors of the Interpolated Frame 

Before realizing the process of MCFI, we first determine some basic characteristics, 
e.g. the resolution of a motion vector and the block size, of the interpolated frame. 
Clearly, small block sizes aim to minimize the residual energy, while large block sizes 
intend to get more true motion vectors. Under these considerations, 8×8 block size is 
selected as the basic processing unit to trade off the energy reduction of residual im-
ages and the correctness of obtained motion vectors. Further, state-of-the-art video 
coding standards support variable block sizes, e.g. MPEG-4 Visual supports motions 
for individual 8×8 and 16×16 blocks and H.264/AVC allows motions from 4×4 to 
16×16 blocks. In those cases, we must split and merge different block sizes to form a 
motion vector for each 8×8 block. If the block size is larger than 8×8, each 8×8 sub-
block derives its motion vector from the original large block. Otherwise, if the block 
size is smaller than 8×8, the motion vector can be obtained by averaging motion vec-
tors of all its subblocks. Next, if the block is encoded in the INTRA mode, motion 
estimation has to be performed in a later stage. In our implementation, for retaining 
the motion vector resolution and utilizing its effectiveness, a 6-tapped quarter-pel 
filter and an eighth-pel bilinear filter are adopted for luminance and chrominance 
interpolations, respectively. As far as the motion vector accuracy and fractional sam-
ple interpolation are concerned, our realization compliantly follows the specification 
of the adopted coding standard (H.264/AVC in our case), so as to preserve the coding 
efficiency and the prediction accuracy of received motion vectors. 

3.2   Motion Vector Classification 

It is the fact that the block motion vectors generated in the encoder are for compres-
sion purpose but not for obtaining the real motion of objects. As a result, even motion 
vectors are available at the decoder side, not all of them are really close to the true 
motions and a re-estimation for those blocks with unreliable motion vectors is of 
necessity. To eliminate the unnecessary computation, a reliable classification for all 
available motion vectors becomes critical. It is well known that the sum of absolute 
difference (SAD) can be used to measure the signal similarity between two blocks in 
their supporting regions (8×8 in our case) and the boundary absolute difference 
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(BAD) can be used to measure the connecting smoothness between the interior and 
the exterior of block boundaries. So we consider SAD as well as BAD simultaneously 
and compare them with some content-adaptive thresholds, which will be addressed 
later. 

For a block, e.g. B1, in the interpolated frame, we first find the co-located block, 
B4, in the current frame (frame t) and employ its motion, mvB4, to obtain the blocks B2 
and B3 respectively in the previous (frame t-1) and the current frames with the same 
motion trajectory, as shown in Fig. 3. For example, if the interpolated frame is right in 
the middle of the previous and the current frames, the motion vectors pointing to B2 
and B3 are mvB4/2 and -mvB4/2, respectively. Then, we calculate SADB1 and BADB1, i.e. 
the SAD and the BAD between B2 and B3, as follows: 
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where fn(x, y) represents the intensity of the image pixel at location (x, y) in the time 
instance n, (i,j) is the spatial domain index of pixels in a block, and (m,n)is the coor-
dinate for an 8×8 block which is denoted by a subscript. 

After obtaining SADB1 and BADB1, we compare them with their corresponding 
thresholds, TSAD and TBAD, which are determined by the SAD and the BAD between 
blocks B4 and B5, which mvB4 points to. It is observed that there is usually a high spa-
tial correlation between B3 and B4 so the thresholds determined by blocks B4 and B5 
are rational. However, mvB4 may be incorrect and leads to ineffective thresholds. 
Thus, if TSAD is excessively large, the motion vector mvB4 is regarded as unreliable and 
then TSAD as well as TBAD are determined by using zero motion, instead. The idea is 
based on the fact that zero motion vector is the most commonly used vector in video 
coding. Finally, when either SADB1 or BADB1 exceeds their corresponding thresholds, 
the motion vector is classified into the bad category and motion re-estimation will be 
applied to this block. 

 

Fig. 3. Motion derivation for the interpolated frame 
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3.3   Overlapped Block Bi-directional Motion Estimation 

More correct motion trajectory can be obtained when performing motion estimation 
with large blocks because the estimated motion vector may fall into a local minimum 
if the block is not large enough. To meet the requirement, overlapped block motion 
estimation is adopted. In addition, since we use bi-directional motion compensation, 
the more similarity between two directional predictors is, the more accuracy of the to-
be-interpolated block can be derived. For this purpose, as shown in Fig. 4, deriving 
motion vectors from the to-be-interpolated block to the previous and current reference 
blocks for minimizing the difference between the bi-directional predictors is desired. 
The use of motion vectors pointing from the interpolated frame to the reference frame 
also releases the deficiencies of overlapped pixels and holes in the interpolated 
frames, which are unavoidable in conventional MCFI approaches [2-4]. Instead of 
applying bi-directional OBME directly, we first use uni-directional OBME to gener-
ate an initial motion vector. In our observation, directly applying bi-directional 
OBME will possibly lead to an undesired motion vector since there is no known pixel 
value of the to-be-interpolated block as the ground truth. Without using the initial 
motion vector, a block in the plain areas may be found, which leads to a fairly small 
SAD between the two directional predictors, and therefore, an erroneous motion vec-
tor is derived instead of the real object motion [12]. 

In our work, we use a general block matching algorithm (BMA) over a 12×12 
enlarged block to get the initial motion vector for an 8×8 block by minimizing the 
following cost, first. 

9 9

1
2 2

| ( , ) ( , ) |,t c c t c x c y
j i
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=− =−
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where (mvx, mvy) represent the horizontal and vertical motion vector components, 
It(x,y) is the luminance value in frame t at coordinates (x,y), and (xc, yc) is the top left 
point of the block to be estimated. In the refinement process, by minimizing the fol-
lowing cost we can obtain a pair of motion vectors from the to-be-interpolated block 
to the previous and the current predictors, respectively. 
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Fig. 4. Minimizing the difference between blocks B2 and B3 is the target of overlapped block bi-
direction motion estimation 
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Until the current stage, we have derived the motion vectors to be (mvx/2+mvrx, 
mvy/2+mvry) and (-mvx/2-mvrx, -mvy/2-mvry) from the to-be-interpolated block to the 
previous and the current reference blocks, respectively. Summarily speaking, the use 
of forward motion estimation first and followed by bi-directional motion estimation 
can not only successfully reduce the probability of finding an undesired motion vector 
but also get a smaller SAD between two directional predictors. 

3.4   Motion Vector Smoothing 

Once the bi-directional motion vectors are constructed, motion-compensated interpo-
lation is performed to reconstruct the interpolated frames. Nevertheless, it is observed 
that some estimated motion vectors are so inconsistent with that of its neighbors that 
they will cause annoying artifacts and degrade video quality significantly. Most arti-
facts originate from discontinuities in the motion fields, so a refinement by applying a 
median filter to do outlier-rejection and motion field smoothing is desired. By this 
process, we can identify those motion vectors which destroy the continuity of the 
motion fields.  

Since we would like to remove an incoherent motion vector, the median motion 
vector among motion fields within a neighborhood will be viewed as the candidate 
motion vector. Besides, in our observation, majority voting should also be taken into 
consideration. If a certain motion vector dominates the motions in a 3×3 window of 
blocks, we also treat that motion vector as one candidate motion vector. For example, 
if there are four identical motion vectors within the 3×3 window, the motion really 
represents the motion trajectory in the region even though it is not the median one.  

3.5   Adaptive Overlapped Block Motion Compensated Interpolation 

When motion vectors of all blocks are well determined, interpolation is performed via 
using these motion vectors. A straightforward way to average two block-based bi-
directional motion compensated predictors can be formulated as follows: 

1 2
( ) ( ) ( ),i f t f b t bf x w f x mv w f x mv= × + + × +  (5) 

where x denotes the location in the interpolated frame, and wf and wb are the weighs of 
forward and backward predictions in frames t1 and t2, respectively. The major draw-
back of the straightforward block-based scheme is the occurrence of well-known 
blocking artifacts. It is often introduced when motion vectors are not correct or sig-
nificantly uncorrelated with that of their corresponding neighboring blocks. OBMC 
provides an effective way to reduce blocking artifacts in video coding. It exploits 
motion vectors of adjacent blocks to reduce the undesired discontinuity. However, if 
all blocks carry out OBMC, the whole frame may become over-blurred [5]. An effec-
tual criterion to decide whether the block motion across the block boundary should be 
involved in the OBMC process is essential. We calculate the difference between the 
motion vector of the current block and that of its four neighboring blocks. If the dif-
ference is large, the boundary between two blocks is labeled as blockiness, and its 
neighboring block predictor overlapping the current block with 4×8 or 8×4 pixels will 
be considered, as indicated in Fig. 5(a). As a result, each pixel in an 8×8 block is 
combined using a weighted sum of at most three prediction values, which are ob-
tained by using the motion vectors of the current block, the block at the left or right 
side and the block above or below the current block. 
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Figs. 5(b)–(d) give the weighting matrices for prediction generated by the mo-
tions of the current block, the top or bottom block, and the left or right block of the 
current block. For the matrix of the current block, the weights decrease as the location 
is approaching to the block boundary, while for the other two, the change of weights 
is opposite. This type of weighting causes smooth transitions across block boundary 
and less pronounced block edge because the contribution of each block varies depend-
ing on the pixel location within the block. In addition, if one or more block motions 
across the block boundary are decided not to be involved, their weights are added up 
to the matrix of the current block. For example, if the motion of the top block is not 
considered, the top half of the matrix in Fig. 5(c) will be merged into the weight of the 
current block. In the extreme, if all neighboring motions are not considered, OBMC is 
disabled for the current block. 

Fig. 5. (a) Four neighboring blocks are taken into account and overlapped four pixels with the 
current block. (b-d) Weighting matrices of the current, top and bottom, and left and right 
blocks, respectively. 

4   Adaptive Frame Skip in the Encoder 

Even though we have elaborated an effective MCFI algorithm, some interpolated 
frames are inevitable to have poor reconstructions. It is observed that the quality of 
interpolated frames relates to the information provided by the encoder; that is to say, 
the reconstructed quality is restricted by what is received at the decoder side. In order 
to enhance the quality of frame rate up-converted video sequences, in addition to 
improving the MCFI performance, it is essential to make an effort at the encoder side.  

An intuitive solution is to adaptively skip frames according to characteristics of 
object motions in a short instance, e.g., from the previous coded frame to the next 
coded frame. Instead of regular frame skipping, an adaptive frame skipping technique 
can achieve a more efficient compression ratio. In our observation, the activity of 
object movement varies along the time axis in most video sequences. When the frame 
activity is low or a unified motion is detected, the motion almost coincides with the 
predictable trajectory and those intermediate frames are easy to be generated well at 
the decoder. On the contrary, the motion trajectory changes dramatically when the 
frame activity is very high. As a result of this characteristic, if the entire sequence is 
encoded with a fixed frame skip, the power of MCFI is not totally exploited. The bits 
used for coding low activity frames are regarded as waste if these frames can be well 
interpolated by two frames at a far distance. At this time, a larger frame skip number 

 

 
(a) (b) (c) (d) 
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should be employed during the periods of low motion variation. Similarly, the fixed 
frame skip also results in poor performance for the video segment with high frame 
activity. In this case, a smaller frame skip number or even no skip will be better.  

Fig. 6 reveals our implementation of the adaptive frame skip to determine which 
frames are encoded or skipped in the encoder. The MCFI module and quality meas-
urement of interpolated frames are embedded in the encoding process as flow control 
units. We pre-define a maximum of frame skips between two coded frames. In each 
trial, starting from the largest frame skip number, we perform MCFI in the loop until 
a satisfactory frame skip number is found. In the flow-control feedback loop, a current 
reconstructed frame is sent to MCFI module together with a previous coded frame. 
Assuming that n frames are skipped, skipped frames are interpolated with motion 
compensation, and then evaluated by referencing the original frame. If the quality of 
interpolated frames is good enough, the current coded frame is taken and served as the 
previous frame in the next encoding. Otherwise, the current coded frame is regarded 
as useless, and re-encoding the immediately previous frame is employed. In other 
words, the module of quality measurement will give feedbacks to control the reading 
of the next encoding frame, the writing back of the current reconstructed frame and 
the permission of outputting encoding results. This iteration continues until all MCFI 
frames (i.e. interpolated frames) between the two coded frames are acceptable, and 
the worst case is that all frames should be encoded without any skip. 

 
Fig. 6. Embed MCFI module and quality measurement of interpolated frames into the encoder 
as flow control units. The dotted lines represent control signals to notify the next loaded frame 
and the current write-back frame. 

An interpolated frame is regarded as poor when there is a bad region in this frame. 
As long as an annoying region exists, human beings will feel uncomfortable even if 
all other parts are with good quality. Therefore, we do not assess the overall frame 
quality but detect the existence of any poor region. However, it is not trivial to find a 
suitable criterion since videos are ultimately viewed by human beings, the only  
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"correct" method for quantifying visual quality is through subjective evaluation. Es-
pecially for those interpolated frames, the purpose of generating them is to make users 
feel more comfortable as compared with viewing a reduced frame rate video se-
quence. Precisely predicting the object location in the original missing frames is not 
the only criterion. Classical quality measurements, such as PSNR and mean squared 
error (MSE), may not represent accurate perceptual quality since they do not take the 
characteristics of human perception into account. Thus, the simple-computed PSNR is 
not a good evaluation metric to assess the performance of frame interpolation. On the 
other hand, subjective evaluation is usually too inconvenient, time-consuming and 
expensive. Therefore, we need an objective quality assessment to automatically pre-
dict perceived video quality. Here, we adopt the structural similarity (SSIM) indexing 
approach proposed in [11], which works under the assumption that human visual 
perception is highly adaptive and sensitive to the extracted structural information in a 
scene rather than absolute signal difference. In this way, the feedback control in the 
encoder is well behaved according the quality assessment of interpolated frames, 
which makes FRUC work more efficient at the decoder side. 

5   Experimental Results 

To demonstrate the effectiveness of the proposed adaptive frame skip, we integrate 
FRUC into the H.264/AVC reference software, Joint Model version 9.0. We first 
exhibit the case where certain frames are interpolated with poor quality. Figs. 7(a) and 
8(a) show that intervals (frame 54-64 and 148-156) of Mother&Daughter and inter-
vals (frame 4-11 and 56-58) of Carphone sequences are with extremely awful quality, 
respectively. The poor performance results from large motions of several blocks in 
these frames, and these blocks are difficult to be reconstructed well by MCFI. It is 
inevitable to suffer from the poor results since the performance of MCFI is con-
strained by the information provided by the encoder. We overcome the problem by 
applying adaptive frame skip during encoding process. In our experiments, the maxi-
mal skipped number is set to 2. As shown in Fig. 7(b) and Fig. 8(b), the PSNR traces 
are both without abrupt drops as occurred in Figs. 7(a) and 8(a). In addition, the dot 
distributions in Figs. 7(b) and 8(b) represent the densities of encoded frames. It is 
obvious that the original poor frames are forced to be encoded to guarantee the overall 
quality of video reconstructions. We attribute the satisfactory performance to the 
success of adaptive frame skip. 

In addition, Fig. 9 shows the rate-distortion curves of the Mother&Daughter and 
the Salesman sequences. The four PSNR traces indicate the quality of full-frame-rate 
video reconstructions up-converted from 30-fps, 15-fps, 10-fps and adaptive frame 
rate coded bitstreams, respectively. The results demonstrate that: reconstructing 
frame-skipped videos by MCFI to achieve a full frame rate video communication is 
more effective than directly encoding videos with the full frame rate, especially for 
slow motion sequences. In this situation, lots of bitrate is saved while the video qual-
ity degrades slightly. Generally speaking, the improvements are 2 dB and 1 dB for 
low-bitrate coding and high-bitrate coding, respectively. In spite of the effectiveness 
of the adaptive frame skip is slightly worse than that of the regular frame skip. Never-
theless, the quality of each frame is ensured if the adaptive frame skip is adopted. 
Subjectively, this is an attractive merit in comparison with an abrupt quality drop in 
the regular frame skip mechanism. 
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Fig. 7. PSNR traces of Salesman sequence: (a) regular frame skip = 2, (b) adaptive frame skip, 
and the occurrence of a dot means that the frame at that instance is coded. Dot distribution 
represents the density of encoded frames. 
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Fig. 8. PSNR traces of Mother&Daughter sequence: (a) regular frame skip = 2, (b) adaptive 
frame skip, and the occurrence of a dot means that the frame at that instance is coded. Dot 
distribution represents the density of encoded frames. 
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Fig. 9. The rate-distortion curves of the (a) Mother&Daughter and (b) Salesman sequences for 
regular frame skip number = 0, 1, 2 and adaptive frame skip 

6   Conclusions 

This paper presents an adaptive frame skip mechanism to overcome the restriction 
that interpolation performance is intrinsically constrained by the information provided 
by the encoder. Attempting to embed the MCFI and quality measurement modules 
into the encoding loop is an effective means to ensure the interpolation performance. 
Once we embed our MCFI module into the encoder, interpolated frames can be gen-
erated as if it is performed as a post-processing at the decoder side. Therefore, the 
quality of interpolated frames can be evaluated in advance, which is helpful to en-
hance the performance of to-be-interpolated frames, either by rejecting some unfair 
motion descriptions or prohibiting some frames from being interpolated. Experimen-
tal results show that the poor interpolated frames are forced to be encoded so that the 
overall video quality becomes much better. Besides our proposal, what the encoder 
can assist is to implicitly or explicitly transfer useful information to decoder for im-
proving the reconstruction quality of interpolated frames. 
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Abstract. Subspace learning is one of the main directions for face recog-
nition. In this paper, a novel unsupervised subspace learning method,
Neighborhood Preserving Projections (NPP), is proposed. In contrast to
traditional linear dimension reduction method, such as principal com-
ponent analysis (PCA), the proposed method has good neighborhood-
preserving property. The central idea is to modify the classical locally
linear embedding by introducing a linear transform matrix. The trans-
form matrix is obtained by optimizing a certain objective function. Ex-
perimental results on Yale face database and FERET face database show
the effectiveness of the proposed method.. . .

1 Introduction

Face recognition has rapidly emerged as an important area of research with
many scientific and engineering disciplines. The applications of face recognition
include surveillance, secure access, human/computer interface and so on. Face
recognition spans several research fields such as content-based image retrieval,
machine learning and computer vision.

In general, there are two main approaches to face recognition, geometric
feature-based and template-based [1]. Geometric feature-based methods analyze
explicit local features (such as eyes, mouth and nose) and their geometric rela-
tionships. Representative works include Hidden Markov Model (HMM) proposed
by Samaria [2], elastic bunch graph matching algorithm proposed by Wiskott et
al. [3], and Local Feature Analysis (LFA) proposed by Penev et al. [4]. Template-
based (or appearance-based) methods match faces using the holistic features of
face images. The current state-of-the art of such methods is characterized by a
family of subspace methods originated by “eigenface” [5]. The underlying idea
of eigenface is principal component analysis (PCA). Peter et al. switched from
“eigenface” to “fisherface” [6]. The underlying idea of fisherface is linear discrim-
inant anlaysis (LDA). To solve the small sample problem, Yu et al. proposed the
”direct LDA” algorithm [21] while Wang et al. proposed the ”dual-space LDA”
[22]. Moghaddam et al. proposed to estimate density in high-dimensional spaces
using eigenspace decomposition [7] and then derived a probabilistic similarity
measure based on Bayesian analysis of image differences [8]. The underlying
ideas of Moghaddam’s method are probabilistic principal component analysis
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(PPCA)[15] and the Bayes theory. Wang et al. further developed a unified anal-
ysis method that uses three subspace dimensions, i.e. intrinsic difference, trans-
form difference and noise, and achieved better recognition performance than the
standard subspace methods [9][23]. He et al. proposed to use Laplacianfaces for
face recognition which is based on Locality Preserving Projections [10].

Generally speaking, besides the feature-based method and templated
method, there is another kind of face recognition method, hybrid method.
Compared with feature-based method and template-based method, the hybrid
method utilize both local features and the whole face region to recognize a
face [24].

Due to the large variations of face appearance caused by variations in ex-
pression, illumination and pose, the manifold of the face space is believed to be
too complex to be described effectively by linear subspace learning algorithm.
Though the structure of this manifold can be represented by the locally linear
structure using locally linear embedding (LLE) [11], LLE cannot map a new
testing point directly, which is referred to as the out-of-sample problem [20].

In this paper we propose a novel template-based face recognition method
using Neighborhood Preserving Projections (NPP). NPP is an unsupervised
subspace learning approach. The differences between NPP and other subspace
learning approaches such as PCA and LDA lie in their different motivations and
objective functions. PCA ,an unsupervised subspace learning method, seeks a
projection that best represent the data in a least-squares sense. LDA, an super-
vised learning method, selects a transform matrix in such a way that the ratio
of the between-class scatter and the within-class scatter is maximized. In con-
trast to PCA and LDA, NPP utilizes local neighborhood relations to learn the
global structure. The central idea of NPP is to modify the classical locally linear
embedding (LLE) [11] by introducing a linear transform matrix. The transform
matrix is obtained by optimizing a certain objective function. Since the proposed
method is a linear form of the original nonlinear LLE, NPP inherits LLE’s neigh-
borhood preserving property naturally.

The rest of this paper is organized as follows: Section 2 gives an overview
of the NPP. Section 3 provides a brief description of LLE. In section 4, the
motivation and justification of NPP is presented. Section 5 describes how to
apply NPP for face recognition. In section 6, experiments are performed on the
Yale and FERET face databases. Finally, conclusions are offered in section 6.

2 Overview of the Proposed Method: NPP

Given N points X=[x1,x2,. . . ,xN ] in D dimensional space, dimension reduction is
conducted such that these points are mapped to be new points Y=[y1,y2,. . . ,yN ]
in d dimensional space where d << D. A linear transformation matrix A is deter-
mined so that

yi = AT xi. (1)

Before presenting a detailed derivation of NPP algorithm, we will give an
overview of it in next subsection.
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The first two steps of NPP algorithm are the same as those of LLE. Our
main contribution lies in third step. The justification will be given in section 4.

Step 1. Assign neighbors to each data point xi (for example by using the K
nearest neighbors)

Step 2. Compute the weights W ij that best linearly reconstruct xi from its
neighbors.

Step 3. Compute the linear transform matrix A by solving the generalized
eigenvalue problem:

LAT = λCAT . (2)

Where
L = XMXT

C = XXT

M = (I − W)(I − W)T .

Note that to find the solution of the equation reliably, we usually perform
dimension reduction by PCA prior to NPP. we will explain step 3 in detail in
section 3.

Step 4. Dimension reduction is performed simply by

Y = ATX.

Because the proposed method is closely related to LLE algorithm, we will
give a breif introduction of LLE before the detailed derivation of NPP.

3 Locally Linear Embedding (LLE)

To begin, suppose the data consist of N real-valued vectors xi, each of dimen-
sionality D, sampled from a smooth underlying manifold. Provided the manifold
is well-sampled, it is expected that each data point and its neighbors lie on or
close to a locally linear patch of the manifold. We characterize the local geom-
etry of these patches by linear coefficients Wij that reconstruct each data point
xi from its K neighbors xj . Choose Wij to minimize a cost function of squared
reconstruction errors:

J1(W) =
N∑

i=1

||xi −
K∑

j=1

Wijxj ||2. (3)

The reconstruction error can be minimized analytically using a Lagrange multi-
plier to enforce the constraint that (see [11] for details).

A basic idea behind LLE is that the same weights Wij that reconstruct the ith
data in D dimensions should also reconstruct its embedded manifold coordinates
in d dimensions. Hence, each high-dimensional data xi can be mapped to a low-
dimensional vector yi by minimizing the embedding cost function:

J2(Y) =
N∑

i=1

||yi −
K∑

j=1

Wijyj ||2. (4)
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= ||Y(I − W)||2

= trace(Y(I − W)(I − W)T YT )

= trace(YMYT .

where
M = (I − W)(I − W)T . (5)

W =
[
w1 w2 · · · wN

]
.

I represents an identity matrix.

To make the optimization problem well posed, two constrains can be imposed
to remove the translational and rotational degree of freedom:

N∑
i=1

yi = 0 or

Y1 = 0. (6)

1
N − 1

N∑
i=1

yiyT
i = I or

1
N − 1

YYT = I. (7)

where 1 stands for a summing vector: 1=[1,1,. . . ,1]T .
The constrained minimization can then be done using the method of La-

grange multipliers:

L(Y) = YMYT + λ((N − 1)I − YYT ). (8)

Setting the gradients with respect to Y to zero

∂L

∂Y
= 0 ⇒

2MYT − 2λYT = 0. (9)

leads to a symmetric eigenvalue problem:

MYT = λYT . (10)

We can impose the first constraint above (for zero mean) by discarding the
eigenvectors associated with eigenvalue 0 (free translation), and keeping the
eigenvectors, ui, associated with the bottom d nonzero eigenvalues. These pro-
duce the d rows of the d-by-N output matrix Y [15]:

Y =
[
y1 y2 · · · yN

]
d×N

=

⎡⎢⎢⎢⎣
u1
u2
...
ud

⎤⎥⎥⎥⎦
d×N

. (11)
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4 The Proposed Method (NPP)

4.1 Motivation

Though LLE possesses some favorable properties [12], its computational cost is
expensive than most linear dimension reduction methods. Moreover, it cannot
map a new testing point directly, which is referred to as out-of-sample problem.
The out-of-sample problem states that only the low dimensional embedding map
of training samples can be computed but the samples out of the training set (i.e.
testing samples) cannot be calculated directly, analytically or even cannot be
calculated at all. This problem arises from the fact that the embedding of yi is
obtained in a way that does not explicitly involve the input point xi. The cost
function J of LLE

J(Y) =
N∑

i=1

||yi −
K∑

j=1

Wijyj ||2. (12)

depends merely on the weights Wij . To establish a bridge across this gap, we
plug equation (1) into the cost function J and the resultant cost function is
optimized. The process of NPP has been presented in section 2. In the next
subsection its justification will be given. Because the first two steps of NPP are
the same as LLE, only justification related to step 3 is presented.

4.2 Justification

Here we rewrite equation (1)

yi = AT xi or

Y = AT X. (13)

where
A = [a0,a1, · · · , ad].

We plug equation (13) into the cost function J :

J(Y) =
N∑

i=1

||yi −
K∑

j=1

Wijyj ||2. (14)

= trace(YMYT )

= trace((AT X)M(AT X)T )

= trace(AT (XMXT )A).
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To make the minimization problem well posed, we add a constrain:

1
N − 1

YYT = I ⇒

1
N − 1

AT X(AT X)T =
1

N − 1
AT (XXT )A = I. (15)

The constrained minimization can then be done using the method of La-
grange multipliers:

L(A) = AT (XMXT )A + λ((N − 1)I − AT XXT A). (16)

Setting the gradients with respect to A to zero we have

∂L
∂A

= 0 ⇒

2(XMXT )AT − 2λXXT AT = 0. (17)

By defining
L = XMXT (18)

C = XXT . (19)

we can rewrite equation (17) in the form of a generalized eigenvalue problem:

LAT = λCAT . (20)

If C is invertible, equation (20) can be transformed to a standard eigenvlaue
problem:

(C−1L)AT = λAT . (21)

Once A is obtained by solving equation (20) or (21), X can be mapped to a low
dimensional space by

Y = ATX.

That is
yi = AT xi

where i=1,2,...,N .

5 Face Recognition Using NPP

Denote the solution of equation (21) byAnpp. It should be noted that equation (21)
is an ill-posed problem when the matrix C is singular. The size of C is D*D while
the rank of C is at most N . Thus, C is always singular if D > N , i.e. the number of
training samples is less than the dimension of feature vectors.Unfortunately, this is
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often the case in face recognition.To deal with this problem, we propose to perform
dimension reduction by PCA prior to applying NPP. In fact, this technique were
also used in fisherfaces [6] and Laplacianfaces [10][14]. Let the transform matrix of
PCA is Apca, then the process is

x∗ = AT
pcax

y = AT
nppx

∗.

where the size of Apca is D*(N -1) and the size of Anpp is (N -1)*d.
Equivalently, it holds

y = AT x.

where

AT = AT
npp ∗ AT

pca. (22)

Since fisherface method can be called PCA plus LDA (PCA+LDA), we may
call the proposed method as PCA plus NPP (PCA+NPP).

6 Experimental Results

The Yale [6] and FERET [13] face databases were used to evaluate the proposed
method. In addition to our proposed method, we also tested the Eigenface method
and the Fisherface method, two of the most popular methods in face recognition.
Nearest neighborhood classifier was employed in the experiments. The accuracy
we reported is refer to as the rank one (top match) recognition rate.

6.1 Experiment with the Yale Face Database

The Yale face database consists of images from 15 different people, using 11
images from each person, for a total 165 images. The images contain varia-
tions with the following facial expressions or configurations: center-light, with
glasses, happy, left-right, without glasses, normal, right-left, sad, sleepy, sur-
prised and wink. The 11 images of one person in Yale face database are shown in

Fig. 1. Eleven images in the Yale face database
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Figure 1. Six face images of each subject are randomly chosen for training, while
the remaining five images are used for testing. Thus, the training sample set size
is 90 and the testing set sample size is 75. In this way, we run the system 5 times
and obtain 5 different training and testing sample sets. The recognition rates
were found by averaging the recognition rate of eahc run.

We preprocessed these images by aligning and scaling them so that the dis-
tances between the eyes were the same for all images and also ensuring that the
eyes occurred in the same coordinates of the image. The resulting image was
then cropped. The final image size was 32*32.

The results for the Yale database are given in figure 2. The horizontal axis
represents the dimension (feature number) of the subspace and the vertical axis
stand for the recognition rate. The best results of each method are listed in
table 1. As can be seen, out proposed method, NPP, outperforms both Eigenface
and Fisherface methods. It is noted that when the feature number is between 50
and 80, NPP achieves its best performance. The feature number of Fisherface is
at most 15-1=14.
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Fig. 2. The recognition rates versus the subspace dimension on Yale database

Both Eigenface and NPP are unsupervised subspace learning methods. How-
ever, NPP is superior to PCA for face recognition. Moreover, NPP is even better
than LDA, a well-known supervised method which utilizes the class label
information.

Table 1. Comparison of different methods on Yale database

Method Eigenface Fisherface NPP
Result (%) 86.6 93.3 96.0



862 Y. Pang et al.

6.2 Experiments with the FERET Face Database

We also tested the proposed method on a subset of the FERET face database.
This subset includes 420 frontal images of 70 individuals with 6 images per
person. The 6 images of one person in FERET face database are shown in
Figure 3. Two face images of each subject are randomly chosen for training,
while the remaining four images are used for testing. Thus, the training sam-
ple set size is 140 and the testing set sample size is 280. In this way, we run
the system 2 times and obtain 2 different training and testing sample sets. The
recognition rates were found by averaging the recognition rate of eahc run. We
preprocessed these images by aligning and scaling them so that the distances
between the eyes were the same for all images and also ensuring that the eyes
occurred in the same coordinates of the image. The resulting image was then
cropped. The final image size was 32*32.

Fig. 3. Six images in the Feret face database
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Fig. 4. The recognition rates versus the subspace dimension on FERET database

The recognition results are shown in figure 4.The meaning of the horizontal and
vertical axes is the same as that in figure 2. The horizontal axis represents the di-
mension (feature number) of the subspace and the vertical axis stand for the recog-
nition rate. The best results of Eigenface, Fisherface and the proposed method are
listed in table 2. As can be seen, out proposed method, NPP, outperforms both
Eigenface and Fisherface methods. The reason is that NPP has neighborhood pre-
serving property while the Eigeface and Fisheface methods do not.
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Table 2. Comparison of different methods on FERET face database

Method Eigenface Fisherface NPP
Result (%) 68.21 79.63 81.03

7 Conclusions

A novel unsupervised face recognition algorithm is proposed where Neighbor-
hood Preserving Projections (NPP) is employed. NPP is derived by introducing
a linear transform matrix into LLE algorithm. The linear transform matrix is
obtained by optimizing a certain objective function which is similar to that of
LLE. Hence, NPP inherits LLE’s neighborhood property naturally.

In contrast to the Eigenface (PCA) method, the proposed method has good
neighborhood-preserving property. The neighborhood-preserving property leads
NPP to even outperform the Fisherface (LDA) method, a well-known supervised
method which utilizes the class label information.

Though NPP is similar in some sense to locality preserving projections (LPP)
[14], NPP has less parameters to tune than LPP. Both in NPP and LPP algo-
rithms, the neighborhood number should be selected beforehand. But in LPP
additional parameter t should be tuned carefully, which make the algorithm
not convenient to be used. The function of the parameter t is to measure the
similarity between a sample concerned and its neighbor. See [14] for the details.

As for the future work,we will investigate how to modify NPP from an unsuper-
vised subspace learning method to a supervised subspace learning method where
class labels are used. Alternatively, one also develop a labelled-unlabelled learning
algorithm [17] or semi-supervised learning algorithm [16] using NPP . Due to the
large variations of face appearance caused by variations in expression, illumination
and pose, the face space is more likely nonlinear and is difficult to described by lin-
ear subspace learning algorithms such as NPP. Therefore, we will perform NPP in
a large high-dimensional space by introducing a kernel [18][19]. It is expected that
the kernel NPP, which is a nonlinear learning algorithm, can outperform NPP.
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Abstract. In this paper, we propose a virtual aesthetic surgery (VAS) system 
using a deformation technique based on a radial basis function (RBF) and 
blending technique that combines the deformed facial component with the 
original face. The proposed VAS system is composed of three main steps. First, 
various deformation templates are matched to facial components by a multi-
resolution active appearance model (MAAM), which is trained by 2D color face 
images. Next, the VAS system computes the degree of deformation for lattice 
cells on the free-form deformation (FFD) using the proposed RBF. The defor-
mation error is compensated for by the coefficients of the mapping function, 
which is recursively solved by the singular value decomposition (SVD) tech-
nique using the sum of squared error (SSE) between the deformed control 
points and target control points on the base curves. Finally, the deformed facial 
component is blended with the original face using a blending ratio that is com-
puted by the modified Euclidean distance transform. Experimental results show 
that the proposed deformation and blending techniques are very efficient in 
terms of smoothness, accuracy, and distortion. 

1   Introduction 

Recently, many people have shown an interest in their facial appearance due to im-
ages propagated by the mass media. The development of modern medical technology 
can now satisfy an individual’s needs for altering their appearance through aesthetic 
surgery.  

Even if a face is only slightly deformed, the overall facial appearance may look 
more affected [1]. Thus, individuals who want to undergo aesthetic surgery need a 
VAS system that can realistically predict the appearance of altered features after sur-
gery. The proposed VAS system consists of deformation template tools and various 
filters (double eyelid filter, skin care filter, etc.) for aesthetic effects.  

Two-dimensional (2D) or three-dimensional (3D) face deformation models, which 
are the basic techniques of a computer-based virtual surgery system, typically fall into 
two main categories: (i) physically/anatomically based models and (ii) non-physically 
based models using morphing or special deformation [2].  
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Physically-based models attempt to model the structure and function of the muscles 
and skin of the face using a mass-spring or finite element model [1], [2]. Since physi-
cally-based models can predict the results of virtual surgery with high accuracy, these 
models are used for plastic reconstructive surgery systems, which can virtually correct 
craniofacial deformities [3], [4], [5]. However, physically-based models have some 
drawbacks. Typically, it is very difficult to define physical models for faces, they 
require a large amount of computation time, and do not properly handle facial color 
and textures. These models are used on a limited basis for facial surgery of some parts 
of faces. 

Non-physically based models use generic animation techniques, such as morphing 
and spatial deformations, to create facial expressions or deformation. Lee et al. de-
scribed a morphing technique based on a multilevel free-form deformation (MFFD). 
The MFFD model is controlled by a set of feature points that place positional con-
straints on the MFFD lattice [6], [7]. The MFFD model affects or distorts facial com-
ponents other than the deformation region because it uses only a global deformation. 
Also, MFFD does not properly handle the facial texture distortion. Lin et al. described 
a deformation technique that used radial basis functions (RBFs) and the displacements 
of feature points for facial expression and animation [8]. This model also has draw-
backs: it does not produce an accurate facial deformation and the facial components 
outside of the deformation region are also distorted. Noh et al. described a deforma-
tion technique for 3D facial expression. This deformation technique, after defining 
deformable regions on lattice cells for a particular face, computes the degree of de-
formation by using RBFs and the displacements of feature points [9].  Although this 
deformation technique has locality, it has the same drawbacks as Lin’s method. 

The VAS system requires four main characteristics: (i) convenience in representing 
virtual surgery regions and using deformation tools; (ii) smoothness and accuracy in 
deforming facial components (eye, nose, mouth, jaws, etc.); (iii) locality that does not 
affect or distort other facial components outside of the deformation region; and (iv) 
preservation of the facial color texture. 

To satisfy these four characteristics, the proposed VAS system is composed of 
three main steps. First, various deformation templates are semi-automatically matched 
to facial components by the multi-resolution active appearance model (MAAM) that 
is trained by 2D color face images. As in the original AAM (active appearance model) 
method, this appearance model will be constructed with multiple resolutions to pro-
vide coarse-to-fine fitting. Next, the VAS system computes the degree of deformation 
for lattice cells on the free-form deformation (FFD) using the proposed RBF. As 
RBFs can compute the degree of deformation efficiently with less computing time, 
RBFs are typically used for facial deformations that require real time processing. The 
deformation error is compensated for by the coefficients of the mapping function, 
which is recursively solved by the singular value decomposition (SVD) technique 
using the sum of squared error (SSE) between the deformed control points and target 
control points on base curves. Finally, a blending technique is proposed to minimize 
the distortion of facial color textures, which are important in the VAS system. The 
blending technique combines the deformed facial component with the original face by 
using a blending ratio that is computed by the modified Euclidean distance transform.  
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In this paper, the proposed facial deformation framework uses a flexible framework 
that is proposed by Pixar Animation Studios and Princeton University [10]. Figure 1 
shows the total framework of the proposed VAS system. 

 

 

Fig. 1. Framework of the proposed VAS system 

2   Search-Based Matching of Various Deformation Templates 

In the VAS system, it is not easy for an operator to indicate facial components manu-
ally using a pointing device such as a mouse. Therefore, a semi-automatic matching 
step for deformation templates is provided to help the operator indicate the deforma-
tion regions for virtual aesthetic surgery easily and efficiently. 

2.1   Training of Face Images  

The data set consists of 100 still images of 100 different frontal-view human faces, all 
without glasses and with a neutral expression. Images are acquired in 1187 x 1190 
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bitmap color format. As shown in Figure 2(b), the facial structures are manually anno-
tated using 72 total landmarks of the eyebrows, eyes, nose, mouth, and jaw. In this 
paper, the training method for AAM uses the Jacobian learning scheme. As in the 
original AAM method, these AAMs are built at each level of a scale-pyramid for 
coarse-to-fine fitting based on multi-resolution [11], [12]. 

 

 

Fig. 2. Face image set for training the AAM. (a) Frontal human color texture. (b) Facial land-
marks. 

 

Fig. 3. Average texture and shape on a trained AAM. (a) Average texture. (b) Average shape. 

 

Fig. 4. Search-based initialization of deformation templates using multi-resolution AAM. (a) 
Original image. (b) Search result in level 2 (50 % scaled down of level 1). (c) Search result in 
level 1 (50 % scaled down of  level 0). (d) Final search result in level 0 (not scaled down). 

2.2   Template Matching by Multi-resolution Active Appearance Model 

In this paper, to improve the efficiency and robustness of the matching algorithm, 
various deformation templates were matched by using the MAAM based on color 
images. This involves searching for the object in a coarse image first, then refining 
the location in a series of finer resolution images [13]. 

As shown in Figure 4, a multi-resolution pyramid is scaled into three levels. Fig-
ure 4(d) is the final search result in which parameters of the combined model for 
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AAM were optimized (translation, scaling, rotation, texture model parameters, and 
shape model parameters). 

3   Proposed Deformation Technique for Virtual Aesthetic Surgery 

First, we briefly describe the properties of the RBF interpolation that actually com-
putes the degree of lattice cell deformation on the FFD. Second, after suggesting the 
three characteristics that are required for the deformation technique using the VAS 
system, we define an RBF mapping function to satisfy those characteristics. Finally, 
we describe the technique that compensates for deformation errors, which results in 
greater accuracy. 

3.1   RBF Interpolation 

RBFs define the interpolation functions as a linear combination of radial symmetric 
basis functions, each of which is centered on a particular control-point. RBFs are 
smooth, continuous functions that provide at least C1 continuity [7].  

The RBF mapping function can be decomposed into a global and local component, 
as given in equation (1). Although the two components are distinct, they can be com-
puted almost simultaneously.  
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Here k is the dimension, m is the degree of polynomial, n is the number of control 

points, ri is the Euclidean norm between a point x  and a source control point ix , and 
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 is the global component. If the degree of polynomial is 1, it yields the global 

component to an affine transformation, as in equation (2) [14]. 
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3.2   Radial Basis Function for VAS System 

In this paper, we suggest three characteristics that are required for the deformation 
technique of the VAS system. 

[1]  It should achieve the consistency of deformation regardless of the number of 
control points on base curves (source curve and target curve). 

[2]  It should maintain the visual smoothness and the accuracy of deformation accord-
ing to the base curves.  

[3]  It should have a locality to limit the range of deformation influence so that other 
facial components are not affected.  

Inverse multiquadric RBF has local attributes similar to a Gaussian RBF, but it is 
smoother than a Gaussian RBF. Therefore, we define a deformation technique that 
has the above three characteristics by using an inverse multiquadric RBF. As shown 
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in equation (3), the inverse multiquadric RBF is represented by a formula with a stiff-
ness constants si that regulates the local or global effects of the control points, where 
μ  is a constant [9], [14, [15]. In this paper, we design an inverse stiffness that in-

creases the deformation force as the control points are spread apart, and decreases the 
deformation force when the control points are closer to each other. 

μ−+= )()( 22
iii srrg , 0>μ  (3) 

The inverse stiffness is computed by equation (4), according to the adaptive method 
proposed by Ruprecht and Müller [16].  

)(max
N

xx
sinverse

positionsource

i

positionsource

j

jii

−
= ≠  

(4) 

Here positionsourcex
r

 is a control point on the base curve (source curve), and N is the 
number of control points on the base curve. 

3.3   Compensation of Deformation Error 

For facial deformation, 2(n+3) coefficients of the basis function and the polynomial 
are solved by the singular value decomposition (SVD) technique. The coefficients are 
used for a lattice cell deformation on the FFD.  

 

      Fig. 5. Error compensation process using SSE and SVD 

To compute the deformation error, we used the SSE as given in equation (5). SSE 
involves the computation of the distance between the target positions and the de-
formed positions of control points on the base curves.  
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Here  
positiondeformed

x  is a position of deformed control points and 
positiontarget

x  is a posi-
tion of control points on base curve (target curve). Therefore, the deformation error of 
lattice cells on the FFD is compensated by the coefficients that are solved by SVD 
iteratively until the SSE value becomes less than a threshold value. Finally, facial 
components are deformed by a two-pass spline mesh warping, based on the compen-
sated lattice cells.  

4   Proposed Blending Technique for Virtual Aesthetic Surgery 

The following section describes the blending technique used to minimize the distor-
tion of facial color, texture, and the distortion of facial components in the remainder 
of the deformation region. 

4.1   Blending Ratio Computed by Modified Euclidean Distance Transform 

In our VAS system, the deformation technique does not affect or distort facial com-
ponents outside of the deformation region. However, since it is difficult to define a 
RBF with a perfect locality, the deformation of a specific facial component may affect 
or distort some facial components. Generally, a global deformation makes the result-
ing image visually smooth, but globally distorted. On the other hand, a local deforma-
tion makes the resulting image without global distortion, but does not produce a visu-
ally smooth image. In this paper, we suggest a blending technique that has the advan-
tages of global deformation and local deformation.  

First, blending mask regions on the face are automatically computed by using de-
formation templates. Next, the blending ratio is computed by the modified Euclidean 
distance transformation (EDT) that computes the distance to the closest boundary 
from each point [17]. Finally, the blending technique combines the deformed facial 
component with the original face by using the blending ratio. 

As shown in equation (6), the proposed blending technique uses the modified EDT 
to compute the blending ratio. 

As shown in equation (6), the proposed blending technique uses the modified EDT 
to compute the blending ratio.  

2
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Here DEuclidean is the distance to the closest boundary from each point, Bratio is the 
blending ratio on the facial mask region, Ioriginal is the original face, Ideformed is the de-
formed facial component, Iresult is the final result that combines the deformed facial 
component with the original face using the blending ratio, and the Scaling Factor is a 
ratio that varies the Bratio value in the range from 0 to 255. 

In Figure 6, the resulting image shows a visual smoothness without global distor-
tion over all facial components.  

 

Fig. 6. Deformation using the blending technique. (a) Original image. (b) Deformation template 
on nose. (c) Deformation of nose. (d) Mask with blending ratio. (e) Blending of the deformed 
facial component and the original face. (f) Final result. 

Figure 7 shows the degree of texture distortion on a face with a complex texture 
(pockmarks, pimples, blotches, etc.). Figure 7(b) shows that a local deformation dis-
torts the texture around the nose region. Figure 7(c) shows that the proposed deforma-
tion and blending techniques are very efficient in terms of smoothness and distortion 
for color images of faces with complex textures. 

 

 
Fig. 7. Comparison of the degree of distortion for a color texture (a) Original image, (b) Local 
deformation, (c) Deformation using the blending technique 
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5   Experimental Results 

In this paper, we compared the Gaussian RBF of equation (7) used in Gaussian elastic 
body splines (GEBS), the general Gaussian RBF of equation (8), and the proposed 
inverse multiquadric RBF with inverse stiffness [18]. When a Gaussian function is 
used as a basis function, the deviation value must be carefully chosen because the 
Gaussian RBF performs poorly without a good deviation value. However, it is very 
difficult to choose the best deviation value.   

To satisfy the three characteristics that are required for the deformation technique 
of the proposed VAS system, the deviation value of Gaussian RBFs is calculated by 
an adaptive stiffness, as given in equation (9).  
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Figure 8 shows that the deformation accuracy of the proposed method is better than 
the Gaussian RBF of GEBS and the general Gaussian RBF. The deformation errors 
for these three methods are shown in Figure 8 (d), (f), and (h).  

 

Fig. 8. Comparison of deformation results on various RBFs. (a) Original face image. (b) De-
formation template. (c) Result using the Gaussian RBF of GEBS. (d) Deformation error in (c). 
(e) Result using the general Gaussian RBF. (f) Deformation error in (e). (g) Result using the 
proposed RBF. (h) Deformation error in (g). 
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In this paper, we estimate the deformation accuracy by using equations (10) and 
(11) [19].  

DRRationDeformatioCorrectCDR −= 1)(  (10) 

AreaTemplateTarget

AreaDistortion
RatioDistortionDR =)(  (11) 

Table 1 shows that the proposed RBF is more accurate than Gaussian type RBF. 

Table 1. Comparison of deformation accuracy for various RBFs 

Type of RBF  CDR (correct deformation ratio) 
Gaussian RBF of equation(7) 0.9619 
Gaussian RBF of equation(8) 0.9608 
Proposed RBF 0.9923 

6   Conclusion 

In this paper, we proposed a semi-automatic initialization of deformation templates, 
facial deformation, and blending techniques that are suitable for the VAS system. The 
choice of the best RBF to use depends primarily on the application objectives.     

 

 
Fig. 9. Final results of the proposed deformation and blending technique. (a) Original image. 
(b) Result that corrects the nose and jaw. (c) Original image. (d) Aesthetic result using an eyelid 
filter and jaw correction. 
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We carried out experiments that compared various RBFs in order to develop a de-
formation technique for a VAS system. It has also been found that RBFs that have 
Gaussian function form are very difficult to control.  

We have shown that the deformation technique using an inverse multiquadric RBF 
with inverse stiffness is suitable for a VAS system, and that the blending ratio computed 
by the Euclidean distance transform can be used to produce a good deformation result.  
    As shown in Figure 9, the proposed deformation technique achieves excellent de-
formation results on a face image as well as a natural image. 
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Abstract. In this paper, we propose a novel approach to automatically index 
digital home photos based on person identity. A person is identified by his/her 
face and clothes. The proposed method consists of two parts: clustering and in-
dexing. In the clustering, a series of unlabeled photos is aligned in taken-time 
order, and is divided into several sub-groups by situation. The situation groups 
are decided by time and visual differences. In the indexing, SVMs are trained 
with features of pre-indexed faces to model target persons. The representative 
feature vector of the person group from the clustering is queried to the trained 
SVMs. Each SVM outputs a numeric confidence value about the query person 
group. The query person group is determined to the target person by the most 
confident SVM. The experimental results showed that the proposed method 
outperformed traditional person indexing method using only face feature and its 
performance increased to 93.56% from 72.31%. 

1   Introduction 

Recently, digital cameras are getting popular as providing a convenience for users to 
easily take a lot of photos. And it is gradually replacing traditional film camera, so the 
volume of digital photos is continually increased. The digitization of photos makes 
users easy to show their lives and experiences to their family or friends. But, people 
might not move their photos from digital cameras to their personal storages in PC 
since ‘moving photos’ sometimes means extra works such as manually sorting, select-
ing, and annotating pictures. Unless people are having enough time to do that or will-
ing to take care of the photos for each event, they would rather leave the photos in the 
memory stick of digital camera.  

Digital photo album [1] can be a useful tool for organizing these large amounts of 
digital home photos, and it basically works based on automatic clustering or indexing 
method. However, the traditional digital photo albums still need user’s manual work 
in many parts. When users need to arrange the photos in the digital photo album, they 
often feel that it is nuisance since it is hard to browse their photos in some meaningful 
orders. Thus, the manual indexing is pretty time-consuming, tedious, erroneous, and 
inconsistent, so that it has been a big hurdle for users to use digital cameras.  
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Under these circumstances, person-based photo indexing is strongly needed be-
cause people are most likely to browse photos based on persons who are taken in the 
photos.  

Traditionally, the person-based indexing has been focused on detecting face posi-
tion of person and representing it efficiently as a compact feature vector. And, many 
researchers have been worked for this face detection and recognition. But, the main 
interest of the face detection and recognition technology has been focused on the 
security system [2 - 3], e.g., intelligent surveillance system, automatic gate control, 
and face search system to find criminals. Since the security camera takes pictures in a 
fixed place, the picture usually contains static environment. And it makes the system 
easy to detect or recognize face from the picture. On the contrary, general home pho-
tos contain more complex background with big illumination variation because people 
bring their cameras anywhere and take pictures whenever they want [4]. Thus the face 
detection and recognition from the general home photos must be more difficult than 
those for traditional security system. And, if only face information is used for the face 
recognition, its performance should be quite low.  

To solve the recognition problem for digital home photos, we propose a novel ap-
proach for automatic person indexing. The proposed method consists of two steps: 
clustering and indexing. In the clustering, firstly, a sequence of unlabeled photos is 
divided into several subsets by situation-based clustering. The situation groups are 
decided by time and visual differences. So, the face and clothes features can be con-
sidered as a person identity in a situation since ones tend not to change their clothes in 
a certain time range. After that, using the face and clothes information, the person 
groups are generated by person-identity-based clustering. In the indexing process, 
support vector person (SVP) for each target person is modeled with support vector 
machine (SVM). The representative feature vector of the generated person groups in 
clustering process is queried to the trained SVPs. The SVPs output a confidence value 
representing how much the query person group is related to a target person in the 
database. Using the confidence value, the query person group is determined to the 
target person by selecting the most confident SVP.  

The paper is composed of 5 sections. Section 2 covers the details regarding the per-
son-identity-based clustering, where situation clustering is also represented. In Sec-
tion 3, person-identity-based indexing is described including the clustering process. 
Section 4 provides the experimental results, and conclusions are drawn in Section 5. 

2   Person-Identity-Based Clustering 

To be an effective and accurate clustering for digital home photos, our person-
identity-based clustering involves two steps. First, a sequence of photos is aligned in 
order of taken-time and it is divided into several sub-groups by situation clustering. In 
each situation group, a person is identified by his/her face and clothes. These person 
identity features are extracted from the photos. Second, in every situation, several 
person groups are generated as merging similar person identity features. Note that any 
similarity matching between person identity features in different situation groups 
would not be happened in this stage. Fig.1. illustrates the overall procedure of the 
person identity-based clustering. 
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Fig. 1. Overall procedure of the person-identity-based clustering 

2.1   Situation-Based Clustering 

When clustering the large amounts of home photos based on human, a critical prob-
lem is that the photos are taken in a very complex background with variable illumina-
tion [4]. But, most people tend to take several pictures in the same place, and these 
people usually wear same clothes during a certain range of time. Then, a group of 
neighboring photos according to taken-time may have similar situation. Therefore, 
when clustering the large amount of photos, they should be divided into smaller 
amounts of subsets, and it is better to find the same person using helpful information 
in each subset. Under this observation, ‘situation’ is defined as the place in which 
photos would be taken. So, a subset of photos associated in the same situation often 
contains similar background. This situation can be useful as a fundamental cluster for 
photo clustering or indexing. 

In this paper, given a sequence of photos, situation change boundary is detected by 
visual change and time gap between adjacent photos with time [5]. For the similarity 
matching to detect the situation change boundary, first, the photos are aligned in 
taken-time order. Then, the similarity matching is performed with two neighboring 
photos. The time dissimilarity (Dtime) between the current (i)th photo and the previous 
(i – 1)th photo are measured as follows, 
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where, the taken-time feature Ftime is obtained from Exif header of photo data, log(•) 
is a time scale function, Ctime is a constant to avoid zero for input of the scale function. 
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Dtime_max is maximum time difference. The value of time dissimilarity is scaled, so that 
it can be less sensitive to the large time difference. The time dissimilarity at the same 
situation is insensitive [5]. 

Using the time dissimilarity, the content-based similarity matching between the 
(i)th and (i – 1)th photos is performed with several visual features and their importance 
[5]. It can be written as, 
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where, Df(i) is the dissimilarity defined as Df{Ff(i) – Ff(i – 1)} in which D(•) is the 
similarity matching function for the feature f. Using the exponential function, the 
dissimilarity value at smaller value of feature difference is reduced while it is 
enlarged at higher value. wf(i) is an importance value for the f feature. It can be adap-
tive to the visual semantics of photo.  

 

 

Fig. 2. Situation change detection (This is an example of situation change detection from 5 
sequential photos, where the (i)th photo has the biggest time and visual differences from the 
previous photo and the difference is assumed as being over a threshold.) 

To detect the change of situation between the (i)th photo and the (i – 1)th photo, we 
compare Dtotal(i – 1), Dtotal(i), and Dtotal(i + 1). If the (i)th photo is a situation change 
boundary, Dtotal(i) would have a peak value among three dissimilarity values. Fig. 2 
illustrates this overall situation change boundary detection in a sequence of 5 photos. 
Finally, the situation boundary is detected by (3). 
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where, Dtotal(i) = Dtotal(i) – Dtotal(i – 1) and   is a threshold to detect situation change. 

2.2   Person Identity Extraction 

To extract person identity, face detection is essential, and many researches have been 
studied for the face detection. One of the most popular methods is the AdaBoost 
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method with Haar-like features [7 - 8]. The AdaBoost is a boosting method that cre-
ates a strong classifier from lots of weak classifiers [9], and the Haar-like features are 
the inputs of AdaBoost classifier dedicated to face detection. This face detection is 
another big issue, so it is not considered in this paper. 

As mentioned before, face and clothes information is used to identify a person in a 
given situation. In order to extract the person identity from a photo, the region of the 
face is detected first, and clothes region of corresponding face is extracted using the 
detected face position. The size of facial images is normalized as 46 by 56 pixels, so 
that the center positions of the two eyes in the facial image is located on the 24th row 
and the 16th and 31st column for the right and left eye, respectively. When deciding 
the corresponding clothes region, determining the size and position of the clothes 
region is difficult. There should be a trade-off, i.e., the clothes region should be not 
only large enough to represent individual identity, but also small enough not to be 
interfered with each other. Under lots of observations, a heuristic rule is discovered; 
the clothes location is defined by 18 lines below the face region, and the size of 
clothes is 32 by 32 pixels. But it is assumed that a person has no clothes information 
if faces are located at the margin of the photo, or two faces are too closely located, 
which could affect the other’s body. Fig. 3 shows the detection of the face region and 
the corresponding clothes region. 

 

 

Fig. 3. Detection of face and clothes region 

To describe the facial and clothes images, their visual features are extracted. When 
extracting features, any state-of-art technology can be applied for the face and clothes 
descriptions. Unlike the face feature, color and texture features seem to be effective 
for representing the clothes since ones would design the clothes as considering colors 
and shapes mostly. So the color and texture features are extracted from the defined 
clothes region. Furthermore, the information about people who are taken together is 
also helpful because people appearing in a photo means that they must be different. 
Using this information, a person can be more accurately recognized. 

2.3   Person-Identity-Based Clustering 

Person identity-based clustering merges similar person identities into a cluster so that 
all of person identities in a situation are clustered into several groups composed with a 
same person’s images. First of all, feature dissimilarities of face and clothes need to 
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be measured, which are person identities. The dissimilarity (Dperson) between features 
of ith and jth person identity is measured as follows, 
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where, Dface(•)is a function measuring dissimilarity of the ith and jth face feature, and 
Df(•) is a function measuring dissimilarity of the ith and jth clothes features where f is 
one of the clothes feature set Fclothes. wface and wf are weighting values to represent 
importance of the face feature and the f clothes features, respectively. And, ‘~’ is the 
notation for the normalized dissimilarity. Since the dissimilarities might not be nor-
mally distributed, their ranges should be normalized and rescaled to have the range 
from 0 to 1. This normalization is calculated by (5), 
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where, μf and f are the mean and variance of the dissimilarities of the f features, 
respectively. 

After the dissimilarity measurement, person groups are generated as merging simi-
lar person identity features into a cluster so that all person identities in a situation are 
clustered into several groups composed with a same person’s images. In this case, the 
revealed data is only the dissimilarity values. On this limited condition, several unsu-
pervised clustering methods can be utilized, and one of them is Agglomerative  
Hierarchical clustering method [10]. This clustering method starts with all singleton 
clusters and forms the sequence by merging clusters. Major steps of the method are 
contained in the following procedures:  

1. Start with all singleton clusters composed with single person identity, C(g) 
where g = 1, 2, …, G and G is the number of the person identity clusters, in 
a situation. 

2. Calculate the dissimilarity Dcluster(a, b), between two clusters as follows,  
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where nC(a) and nC(b) represent the number of persons in the two cluster C(a) 
and C(b), respectively. 

3. Find the nearest two clusters, noted a’ and b’, as follows, 
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4. Merge the two nearest clusters into one cluster as being C(a’) = C(a’) U 
C(b’) and removing C(b’).  

5. Repeat (2), (3), (4), until specified dissimilarity has been reached. 

    Finally, most clusters are composed with person identities of a same person.  
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3   Person-Identity-Based Indexing 

The proposed person-identity-based indexing uses the results of the person-identity-
based clustering. The clustered person groups based on situations are automatically 
indexed to target people in pre-stored database. In this paper, we build a SVM model 
for target people, called support vector person (SVP), instead of collecting feature 
instances to represent a person in the database. In the database where face information 
is only available, the clothes information is no longer valuable. 

3.1   Support Vector Person Modeling 

SVM [11] is a popular learning method that uses a hypothesis space of linear func-
tions in a high dimensional feature space. Support vectors are trained with a learning 
algorithm from optimization theory implementing a learning bias derived from statis-
tical learning theory [12]. The linear function given feature instance x can be  
written as, 
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where, w is the parameter vector that control the function, and Ku is a kernel function. 
In this paper, we use a radial basis function (RBF) [13] as the kernel, defined as 

follows. 
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where, the kernel Ku is a function that uses the distance between an input vector x, 
and trained the center cu, where u is a constant. This linear function is trained with 
labeled dataset composed with positive and negative data. To model SVP for each 
person, the SVPs are trained with positive and negative face features that are correctly 
classified by human in prior. The SVP of the person, u, is written as, 
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where, U is a person set indexed in the database, u+ is a set of positive face samples 
that belong to the person, u+, and u- is a set of negative face samples that belong to the 
others except the u. 

3.2 Person-Identity-Based Indexing 

Fig. 4 shows a general flow of the proposed person-identity-based indexing. As 
shown in the figure, from the person groups clustered in the person clustering, a rep-
resentative feature vector is constructed. The representative feature vector is average 
of each component of the face feature vectors in the person group. It is written as, 
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where, F’face|g is an average face feature representing the gth person group. 
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Fig. 4. A general flow of the proposed person indexing 

The representative feature vector is used as input to the modeled SVPs. Then, the 
SVP outputs confidence values which indicates how much the face features is likely  
to the person. The confidence value of the gth person group for the person, u, vg(u), is 
obtained as follows, 
 

( ) ,,'= ugfaceug Kuv SVPF  (12) 

 
where, the kernel, Ku can be a distance measurement for the SVPs, and it outputs 
confidence value, vg(u) of the face feature F’face of the gth person group about the SVP 
for the person, u. 

Finally, using the confidence values from all SVPs, a target person of the person 
group g, gtarget, is determined by selecting the most confident SVP, as follows, 
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4   Experiments 

To verify the proposed method, experiments were performed with MPEG-7 official 
dataset for visual core experiment part 3 (VCE-3) [15]. This dataset contains 1385 
home photos taken by general users. Using an automatic face detection tool developed 
by SAIT, 1819 faces were detected and proposed to the VCE-3 [16]. These 1819 
facial images were extracted from 1120 photos of the dataset, and 72 people were 
appeared in the 1120 photos. The experiments were composed of two parts: one was 
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for the demonstration of the usefulness of person-identity-based clustering, and the 
other was for the verification of the person-identity-based indexing.  

4.1   Experiment 1: Person-Identity-Based Clustering 

First of all, the 1819 facial images were divided into 31 situation groups by the situa-
tion-based clustering. Since the dataset is divided into many situations, every person 
can be appeared in any situation. To settle the truth number of clusters, we used a 
notation of facial image groups to represent one person’s facial images in a situation. 
As examining all situations, total 195 facial image groups were detected. After the 
situation-based clustering, the person identity-based clustering got started with the 31 
situations and 1819 singleton clusters. These 1819 singleton clusters would be merged 
into 195 facial image groups if no error was occurred.  

All of the clusters are merged into smaller number of clusters based on dissimilarity 
values using the weighted combination of the face and clothes features. For the face 
description, MPEG-7 advanced face recognition descriptor (AFRD) was used, and 
MPEG-7 color structure descriptor (CSD) with illumination invariant color descriptor 
(IICD) and edge histogram descriptor (EHD) were used for the color feature and tex-
ture feature. These were combined with weight values of wcolor = 0.272, wtexture = 
0.181, and wface = 0.546. As an exceptional case, wface = 1.0 was used if the clothes 
features were not available.  

When the clusters were being merged, evaluation method of clustering performance 
was needed to see how many errors are increased in each step of the proposed 
method. The error rate is the ratio of the number of minor facial images to the number 
of major facial images in the cluster. The error rate, e(g), of the person group, g, is 
computed as changing dissimilarity threshold as follows,  
 

,
)(

)()(
)(

gn

gngn
ge major

threshold

−
=  (14) 

 
where, n(g) is the number of facial images in the g person group, and nmajor(g) is the 
number of major facial images. As easily realized, the bigger dissimilarity threshold 
leads the smaller number of person groups but increases error rate.  

In order to examine the effect using the feature combination, the proposed method 
was compared with the method using face features only. As Fig. 5 shows the result, 
195 clusters were generated with 23.03% of error rate using the face only while 
14.02% of error rate was obtained using the proposed method.  

4.2   Experiment 2: Person-Identity-Based Indexing 

To verify the person-identity-based indexing, some of the original data in the previous 
experiment was selected, which was containing facial images of 27 persons who had 
more than 30 facial images. Total number of facial images was 1135. These 1135 
facial images were extracted from 764 photos. About 60% of them, 684 facial images 
were used for training data and the remainders, 451 facial images, were used for test-
ing data. Correspondingly, the proposed SVPs were modeled for the 27 persons.  
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Fig. 5. Person-identity-based clustering results: with 1819 facial images 

The test dataset was divided into 13 situation groups by the situation-based cluster-
ing, and the truth number of facial image groups was 36. Fig. 6 shows the person-
identity-based clustering results of the test dataset. As shown in the results, the error 
rate was 5.987% when the person groups were merged into 36 groups. 

 

Fig. 6. Person-identity-based clustering results: with only 451 facial images 

The stopping criterion for the person-identity-based clustering was heuristically de-
termined: until the number of clusters reached to 10% of the initial number. With the 
criterion, the person groups were merged into 46 groups, and 1.552% of the error rate 
was obtained. These merged person groups were used for the next process of the per-
son-identity-based indexing.  
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Recall and precision were used to evaluate indexing results. The recall is defined as 

T
G  where G is the number of true-positive facial images and T is the number of the 

true facial images. The precision is defined as 
N

G  where N is the number of positive 

facial images. Average performance over the all 27 persons was 93.56% (recall: 
93.11% and precision: 94.01%) using the proposed method while 72.31% was ob-
tained in the case of using only face features. 

5   Conclusions 

In this paper, we propose a novel approach for automatic person indexing for digital 
home photos. The proposed method is composed of two steps: clustering and index-
ing. In the clustering, a series of unlabeled photos is aligned in order of taken-time 
and is divided into sub-sets by situation-based clustering. The situation groups are 
decided by time and visual differences. In every situation group, the face and clothes 
features are considered as a person identity. They are used to generate the person 
clusters. In the indexing, pre-indexed face dataset is trained with SVMs in order to 
model target persons. The representative feature vector of the person clusters is que-
ried to the trained SVMs. Each SVM outputs a numeric confidence value about the 
query person group. A target person for the query person cluster is determined by the 
most confident SVM. The experiment results showed that the proposed method out-
performed the traditional indexing method using only face features and its perform-
ance increased to 93.56% from 72.31%.  
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Abstract. This paper presents a colorization algorithm which produces
color images from given monochrome images. Unlike previously proposed
colorizationmethods, this paper formulates the colorization problemas the
maximum a posteriori (MAP) estimation of a color image given a
monochrome image. Markov random field (MRF) is used for modeling a
color image which is utilized as a priori information for the MAP estima-
tion. Under the mean field approximation, The MAP estimation problem
for a whole image can be decomposed into local MAP estimation problems
for each pixel. The local MAP estimation is described as a simple quadratic
programming problem with constraints. Using 0.6% of whole pixels as ref-
erences, the proposed method produced pretty high quality color images
with 25.7 dB to 32.6 dB PSNR values for four standard images.

1 Introduction

Colorization is a process, usually a computer-aided process of adding color to
monochrome images or movies. There should be considerable demands for col-
orization of monochrome images or movies. Colorization is now generally carried
out manually using some drawing software tools. A user typically carries out seg-
mentation of a monochrome image by giving region boundaries by hand and then
assigns a color to each region. Obviously such manual work is very expensive and
time-consuming.

Recently several colorization methods [1] [2] [3] have been proposed which
do not require intensive manual effort. Welsh et al. proposed a semi-automatic
method to colorize a monochrome image by transferring color from a reference
color image [1]. The entire color ”mood” of the reference image is transferred to
the target monochrome image by matching luminance and texture information
between the two images. This method requires an appropriate reference color

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 889–899, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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image which should be prepared by a user and works well only for images where
differently colored regions have distinct luminance values or distinct textures.
Levin et al. have proposed an interactive method which does not require precise
manual segmentation [2]. In their method, instead of manual segmentation, a
user needs to give some color scribbles, and the colors are automatically prop-
agated to produce a fully colorized image. Horiuchi [3] has proposed a method
where a user gives colors for some pixels and colors for all other pixels are de-
termined automatically by using the probabilistic relaxation [4]. One of serious
problems in his method is that it is computationally very expensive; it takes
almost one day to colorize one image.

Unlike previously proposed colorization methods, this paper formulates the
colorization problem as Bayesian inference, i.e., the maximum a posteriori (MAP)
estimation of a color image given a monochrome image. Markov random field
(MRF) [5] is used for modeling a color image which is utilized as a priori informa-
tion for the MAP estimation. In this paper, the MAP estimation problem for a
whole image is approximately decomposed into local MAP estimation problems
for each pixel, and the local MAP estimation is reduced to a simple quadratic
programming problem with constraints.

The rest of this paper is organized as follows. In Section 2, after a brief in-
troduction of MRF, color image modeling by MRF is described. In Section 3,
colorization is formulated as color image estimation given a monochrome image
using MAP estimation and an iterative local MAP estimation algorithm is de-
rived. Estimation of an initial color image is also described which is required
to start the iterative colorization algorithm. Experimental results are given in
Section 4, and conclusions are addressed in Section 5.

2 Color Image Modeling by Markov Random Field

2.1 Markov Random Field

Let L = {(i, j); 1 ≤ i ≤ N1, 1 ≤ j ≤ N2} denote a finite set of sites of an
N1 × N2 rectangular lattice. Let ηX

ij ⊂ L denote the (i, j) pixel’s neighborhood
of a random field XL1 defined on L. Let CX

ij denote the set of cliques C associated
with ηX

ij which contains the (i, j) pixel, i.e., (i, j) ∈ CX
ij . For example, in the first-

order neighborhood, ηX
ij = {(i, j + 1), (i, j − 1), (i + 1, j), (i − 1, j)} and CX

ij =
{{(i, j)}, {(i, j), (i, j + 1)}, {(i, j), (i, j − 1)}, {(i, j), (i + 1, j)}, {(i, j), (i − 1, j)}}
which consists of one singleton and four doubleton cliques. Let the random field
XL = {Xij; (i, j) ∈ L} be a Markov random field (MRF) defined on L with Xijs
taking values from a common local state space QX . It is well known that an
MRF is completely described by a Gibbs distribution [6]

p(xL) =
1

ZX
exp{−U(xL)}, (1)

1 In this paper, xA and f(xA) denote the set {xa1 , . . . , xal} and the multivariable
function f(xa1 , . . . , xal) respectively, where A = {a1, . . . , al}.
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where xL is a realization of XL from the configuration space ΩX = QN1×N2
X and

U(xL) =
∑

(i,j)∈L

∑
C∈CX

ij

U(xC) (2)

is the global energy function whereas U(xC) is the clique energy function and

ZX =
∑

xL∈ΩX

exp{−U(xL)} (3)

is the partition function. For details on MRFs and related concepts such as the
neighborhoods and cliques, see Ref. [5].

2.2 A Color Image Model Using Gaussian MRF

A color image can be considered as a realization xL = {xij ; (i, j) ∈ L} of a
random field XL = {Xij ; (i, j) ∈ L}, where xij = (rij , gij , bij)T is a color vector
at (i, j) pixel composed of red rij , green gij and blue bij components. Color
images are modeled by a Gaussian MRF characterized by the following local
conditional probability density function (pdf):

p(xij | xηX
ij

) =
1

(2π)3/2|ΣX |1/2 exp{−1
2
(xij − mij)T (ΣX)−1(xij − mij)}, (4)

mij =
1

|N |
∑
τ∈N

xij+τ . (5)

Here mij is the mean of neighboring pixels’ color vectors xηX
ij

= {xij+τ , τ ∈
N}, where N denotes the neighborhood of (0, 0)-pixel. For example, N =
{(0, 1), (0, −1), (1, 0), (−1, 0)} for the first-order neighborhood, and if τ = (0, 1),
xij+τ = xi,j+1. ΣX is the covariance matrix of xij − mij .

3 Color Image Estimation

3.1 Derivation of Estimation Algorithm

We assume that a monochrome image yL = {yij ; (i, j) ∈ L} is associated with a
color image xL = {xij ; (i, j) ∈ L} under the following relation:

yij = aT xij = 0.299rij + 0.587gij + 0.114bij, 0 ≤ yij , rij , gij , bij ≤ 255. (6)

Given yL, xL can be estimated by maximizing the a posteriori probability p(xL |
yL), i.e., by MAP estimation. The MAP estimate x̂L is written as

x̂L = arg max
xL∈ΩX

p(xL | yL), (7)

where the a posteriori probability p(xL | yL) is described as

p(xL | yL) =
p(yL | xL)p(xL)∑

xL∈ΩX
p(yL | xL)p(xL)

. (8)
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Considering (6), p(yL | xL) is described as

p(yL | xL) = 1({yij = aT xij , (i, j) ∈ L})

=
∏

(i,j)∈L
1(yij = aT xij), (9)

where

1(yij = aT xij) =
{

1 if yij = aT xij

0 otherwise. (10)

Using the mean field approximation [7], p(xL) can be decomposed as [8]

p(xL) �
∏

(i,j)∈L
p(xij | 〈x〉ηX

ij
), (11)

where 〈x〉ηX
ij

denotes the mean fields for xηX
ij

. Substituting (9) and (11) into (8)
and replacing

∑
xL∈ΩX

∏
(i,j)∈L by

∏
(i,j)∈L

∑
xij∈QX

, we obtain the following
decomposition for p(xL | yL):

p(xL | yL) �
∏

(i,j)∈L
p(xij | yij , 〈x〉ηX

ij
), (12)

where

p(xij | yij , 〈x〉ηX
ij

) =
1(yij = aT xij)p(xij | 〈x〉ηX

ij
)∑

xij∈QX
1(yij = aT xij)p(xij | 〈x〉ηX

ij
)
. (13)

In the following, xηX
ij

is simply used for 〈x〉ηX
ij

. Then p(xij | yij ,xηX
ij

) = p(xij |
yij , 〈x〉ηX

ij
) is considered as local a posteriori probability (LAP). Using these

LAPs, the global optimization problem shown by Eq. (7) is approximately de-
composed into the local optimization problems

x̂ij = arg max
xij∈QX

p(xij | yij ,xηX
ij

). (14)

In order to solve (14) for all (i, j) pixels, their neighboring color vectors xηX
ij

should be given. Since such a problem as shown in (14) can be solved iteratively
as is popular in numerical analysis, we rewrite Eq. (14) as

x(p+1)
ij = arg max

xij∈QX

p(xij | yij ,x
(p)
ηX

ij

), (15)

where p represents the pth iteration. Considering (4), (5), (6) and (13), the
local MAP estimation (15) is rewritten as the following constrained quadratic
programming problem:

minimize (xij − mij)T (ΣX)−1(xij − mij) with mij =
1

|N |
∑
τ∈N

x(p)
ij+τ (16)

subject to aT xij = yij , 0 ≤ rij , gij , bij ≤ 255 (17)
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3.2 Initial Color Estimation

Since the color estimation shown by Eq. (15) is carried out iteratively, an initial
color image is needed to start the iterative procedure. Initial color image estimation
using some reference colors is here described. Assuming that color vectors for K
pixels, cikjk

, k = 1, . . . , K are given, consider how to derive an initial color image.
We consider an initial color estimation procedure which consists of two steps.

(1) Selection of a reference color vector
In order to estimate an initial color image x(0)

L = {x(0)
ij ; (i, j) ∈ L}, a reference

color vector for each pixel is selected from given K references, cikjk
, k = 1, . . . , K.

The used measure to select a reference for (i, j) pixel is

Fij(k) = w
{(i − ik)2 + (j − jk)2}1/2

(N1 + N2)/2
+ (1 − w)

|yij − aT cikjk
|

255
, (18)

where w is a weighting factor, and the first term measures a spatial distance
from a reference cikjk

and the second term measures a difference between (i, j)
pixel’s brightness yij and that of cikjk

. The reference cikjk
which minimizes

Fij(k) is selected for the (i, j) pixel. An appropriate value of w is determined
experimentally.

(2) Color estimation using a reference
Once a reference cikjk

is selected for (i, j) pixel, an initial estimation x(0)
ij can be

determined as the closest point to cikjk
within the plane aT xij = yij . Considering

that cikjk
− xij for such xij should be orthogonal to the plane, i.e., xij should

be the projection vector of cikjk
onto the plane, x(0)

ij is derived as

x(0)
ij = cikjk

+
yij − aT cikjk

aT a
a. (19)

However the derived projection point x(0)
ij = (r(0)

ij , g
(0)
ij , b

(0)
ij )T is sometimes

out of the range of 0 ≤ rij , gij , bij ≤ 255. The occurrences of such cases were
from about 0.5% of total 256 × 256 = 65536 pixels for Lena to 6% for Milkdrop
among four images. In such cases, the closest point to cikjk

within the color space
0 ≤ rij , gij , bij ≤ 255 (color cube) should be on sides of the planar polygon which
is the cross section of the color cube cut by a given brightness plane aT xij = yij .
The closest point on sides can be determined as follows.

(i) Find the closest vertex x1 of the planar polygon to the reference cikjk
.

(ii) Find two vertices (x2 and x3) adjacent to x1. The closest point should be
on one of two sides, i.e., the side x1x2 or the side x1x3.

(iii) If the closest point is on the side x1x2, it can be derived as follows. Let
x = tx1 + (1 − t)x2, 0 ≤ t ≤ 1 be a point on the side. The distance D12(t)
between x on the side x1x2 and cikjk

is written as

D12(t) = (x − cikjk
)T (x − cikjk

)
= t2‖x1 − x2‖2 + 2t(x2 − cikjk

)T (x1 − x2) + ‖x2 − cikjk
‖2 (20)
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The closest point is derived as tx1 + (1 − t)x2 with t = (cikjk
− x2)T (x1 −

x2)/‖x1 − x2‖2 which minimizes D12(t).

(iv) Let t12 and t13 be t values which minimize D12(t) and D13(t), respectively,
for −∞ < t < ∞, where the closest point is considered on the extrapolated
line including the side. Considering that t12, t13 > 0.5 since x1 is the closest
vertex to cikjk

, there are four cases: case 1 is 0.5 < t12, t13 < 1, case 2 is
0.5 < t12 < 1, t13 ≥ 1, case 3 is 0.5 < t13 < 1, t12 ≥ 1, case 4 is t12, t13 ≥ 1. In
case 1, the closest one among the two closest points on the two sides should
be selected. In cases 2 and 3, the closest point on the side x1x2 and one on
the side x1x3, respectively, should be selected. In case 4, x1 should be the
closest point.

4 Experimental Results

In order to evaluate the performance of the proposed colorization method, ex-
periments were carried out using four standard color images (Lena, Milkdrop,
Peppers, Mandrill). These images are 256 × 256 pixels in size and 24 bit per
pixel (bpp) full color images. Their monochrome images were produced by the
transform shown in (6) from the original color images and used for colorization
experiments.

Table 1. Colorization performance (PSNR(dB)) for four images

� references Lena Milkdrop Peppers Mandrill
initial 24.0 21.7 19.8 15.1

3 × 3 final (� iterations) 25.6 (5) 22.1 (4) 21.1 (7) 16.9 (11)
initial 25.4 24.5 22.1 17.1

5 × 5 final (� iterations) 26.9 (4) 24.9 (5) 23.8 (7) 19.9 (9)
initial 27.8 24.7 23.1 20.7

10 × 10 final (� iterations) 29.5 (4) 25.0 (4) 25.1 (6) 23.0 (8)
initial 30.4 27.1 25.5 23.1

20 × 20 final (� iterations) 32.6 (3) 27.8 (5) 27.4 (5) 25.7 (7)

For initial color estimation, several fixed numbers of reference color vectors
were given from each original image, which were evenly spaced on its image
lattice for the sake of simplicity. The weight value w in (18) was set as follows.
After optimal weight values, which depend on the number of references as well
as image, were determined experimentally, the average of optimal weight values
for four images was used as w.

The local MAP estimation problem, i.e., the constrained quadratic program-
ming problem in (16) and (17), was here directly solved using a quadratic
programming solver [9]. In the calculation of mij in (16), the third-order neigh-
borhood 2 was used and x(p)

ij+τ whose luminance value yij+τ is far from yij was

2 For the third-order neighborhood, N = {(0, 1), (0, −1), (1, 0), (−1, 0), (1, 1), (−1, −1),
(1, −1), (−1, 1), (0, 2), (0, −2), (2, 0), (−2, 0)}.
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(a) (b)

(c) (d)

Fig. 1. Experimental results for Lena: (a) original color image, (b) monochrome image,
(c) estimated color image using 5×5 references, (d) estimated color image using 20×20
references

excluded from the calculation. In the following experiments, if |yij+τ −yij | > 0.5s,
where s is the standard deviation of luminance values averaged over four images,
x(p)

ij+τ was excluded from the calculation of mij . For the covariance matrix ΣX

in (16), the average of normalized covariance matrices (normalized by their max-
imum components) for four images was used.

Colorization performance for several cases using different numbers of refer-
ences is shown in Table 1. For each case, the upper row shows performance of
initial color estimation and the lower row shows the final result after the itera-
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(a) (b)

(c) (d)

Fig. 2. Experimental results for Milkdrop: (a) original color image, (b) monochrome
image, (c) estimated color image using 5×5 references, (d) estimated color image using
20 × 20 references

tive MAP estimation. Iterations were stopped when the difference of estimated
color components averaged over all pixels at a current and the previous iteration
became less than 0.5. Computational time to colorize one image was six seconds
at most. Comparing with Horiuchi’s colorization method [3], where colorization
performance for Lena was about 20 dB and 28dB with 1% and 7% of whole
pixels, respectively, used as reference pixels, and that for Milkdrop was about
20 dB and 27dB with 1% and 7% used, respectively, the proposed method has
outperformed it since 20 × 20 pixels only amount to 0.6%. Fig. 1 to Fig. 4 show
colorization results for four images.
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(a) (b)

(c) (d)

Fig. 3. Experimental results for Peppers: (a) original color image, (b) monochrome
image, (c) estimated color image using 5 × 5 references, (d) estimated color image
using 20 × 20 references

5 Conclusions

This paper presented a colorization algorithm given some pixels’ colors as refer-
ences. The proposed algorithm is based on the MAP estimation of a color image
given a monochrome image, where a color image is modeled by a Gaussian MRF
model. The MAP estimation problem for a whole image is decomposed into local
MAP estimation problems for each pixel, and the local MAP estimation is re-
duced to a simple quadratic programming problem with constraints. Using 0.6%
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(a) (b)

(c) (d)

Fig. 4. Experimental results for Mandrill: (a) original color image, (b) monochrome
image, (c) estimated color image using 5×5 references, (d) estimated color image using
20 × 20 references

of whole pixels as references, the proposed method produced pretty high quality
color images with 25.7 dB to 32.6 dB PSNR values for four standard images.
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Abstract. We describe an implementation of an efficient player for
MPEG-4 contents on a mobile device. The player uses 3 adaptation
methods in order to support high efficiency when it plays MPEG-4 con-
tents. The adaptation methods are composed of a physical adaptation,
an event adaptation, and a resource adaptation. The first adaptation
resolves the physical difference between the authoring environment and
playback environment. The second adaptation resolves some events that
cannot support on mobile devices. The last adaptation resolves the load
for restricted resource on mobile device. In view of the results of the
performance analysis on the player, we could find that the player showed
an efficient playback of MPEG-4 contents on a mobile device. The ap-
plications for the player are as follows; mobile games, a car navigator,
distance learning, etc.

1 Introduction

MPEG-4 contents have been applied to various areas. The MPEG-4 is an in-
ternational standard for efficient transmission and use of multimedia data and
focuses on the content-based encoding that is based on understanding of im-
age contents. Such the content-based encoding splits image contents into object
units, transmits the units, and controls and displays split respective units by
a user’s intention[1, 2, 3]. Currently, their use is very increased by growth of
wireless communication.

In MPEG-4 contents, a scene is constructed by the split units that are
handled individually, and the scene description language, BInary Format for
Scene(BIFS), is used to describe temporal and spatial information for scene
changes according to user interaction and temporal flow[1]. Most of MPEG-
4 contents authoring tools are suitable to desktop computers, and generated
MPEG-4 contents from the tools are most suitable to desk-top players. How-
ever, it is especially difficult to present the contents on a PDA device due to
a small size of a PDA screen, and shortage of CPU memory usage, electronic

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 900–911, 2005.
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power, etc. So conventional MPEG-4 authoring tools need an adaptation method
in order to play the contents on a PDA device[6, 8, 9, 10, 18, 19].

In this paper, we describe an implementation of an efficient player for MPEG-
4 contents on a mobile device. The player uses adaptation methods in order
to support high efficiency on playback. The adaptation methods consist of 3
parts; a physical adaptation, an event adaptation, and a resource adaptation.
The physical adaptation resolves the physical difference between the author-
ing environment and playback environment. The event adaptation resolves some
events that cannot use on mobile devices. The last adaptation resolves the load
for restricted resource on mobile device. We apply an Inverse Discrete Cosine
Transform(IDCT) operation of the Chen-Wang’s algorithm[16, 17] to the re-
source adaptation in order to improve a decoding speed of MPEG-4 contents on
a mobile device. We analyze and compare performance of the player on a mobile
device in according to pre and post-application of the adaptation method.

This paper is organized as follows. Section 2 introduces related works on
MPEG-4 players and adaptation models on a mobile device. Section 3 describes
structure and adaptation methods of an MPEG-4 player on a mobile device.
Section 4 explains an implementation and performance analysis on the player.
Finally, section 5 describes some concluding remarks and presents future plans.

2 Related Works

There are lots of works on MPEG-4 player in desktop environment, but works
on a player on a mobile device are not activated yet. We introduce a player, an
authoring, and an adaptation on MPEG-4 contents as related works. First, the
work of MPEG-4 video decoder[10] describes implementation of the ARM7TDMI
processor with an efficient operation for video decoder. The processor improves
a speed of the IDCT operation using real number directly, and can play MPEG-
4 video efficiently. But, it is difficult for the player to play MPEG-4 contents
with user interaction. The work of design and development of MPEG-4 contents
authoring system[1] describes an intuitive authoring for users on windows envi-
ronments. The system supports composing a visual and aural scene using video
objects, audio objects, image objects, and text objects, and set up intuitively
a scene change by user’s clicking a mouse. And the system defines a scene tree
to represent the MPEG-4 contents that consists of object units in a scene. The
scene tree is used as inner data structure for authoring in the system. It gener-
ates a scene descriptor as the form of text, and then finally MPEG-4 contents
are created after the scene goes through encoding phase. The work of design
and implementation of a visual MPEG-4 scene-authoring tool[4] is developed on
windows environment, and the tool can store user’s making scene to a data form.
Also the authoring tool supports BIFS commands and JAVA scripts in order to
support user’s interaction. The work of MPEG-4 authoring tool for the compo-
sition of 3D audiovisual scenes[5] generates MPEG-4 contents using 3D APIs
of the OpenGL library. The tool generates 3D contents and media objects such
as a box, a sphere, a cone, video, audio, etc., and then transforms the objects
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into the BIFS commands. Finally, the tool generates MPEG-4 contents using the
generated BIFS file and provides a preview function for a 3D MPEG-4 scene.

There are a few related works with respect to contents adaptation for mo-
bile devices. The work of content model for mobile adaptation of multimedia
information[6] proposes a new abstract model to represent and adapt multime-
dia contents to hybrid environments. The model includes a layered mapping
of semantic and physical entities and is combined under the taxonomy of mul-
timedia adaptation to optimize end-to-end service. The adaptation taxonomy
consists of two parts; semantic adaptation and physical adaptation. The seman-
tic adaptation is based on users’ and service providers’ choices and it is affected
by the semantic content of a presentation. The physical adaptation is based on
physical QoS and the characteristics of media objects consisting multimedia con-
tents. The work of adapting multimedia internet content for universal access[7]
presents a system adapting multimedia web documents to optimally match the
capabilities of the client device requesting it. The system shows that multimedia
contents are adapted by using two components; a representation scheme that
provides a multimodal and multi-resolution representation hierarchy for multi-
media and a customizer that selects the best content representation to meet the
client capabilities while delivering the most value. The scalability for adaptive
MPEG-4 contents[9] describes an adapting technique for MPEG-4 contents on
various service environments. The adapting technique supports adaptations of
each media object in a scene and streaming service using network bandwidth.
But the technique doesn’t support to author MEPG-4 contents with interactive
capability for mobile devices such as a PDA device, and it introduce capability
which MPEG-4 contents is reconstructed using media objects in a scene.

Most of above-described works are difficult to suitably support to playback
MPEG-4 contents on a mobile device. Besides, most mobile devices use the
RISC processor. The processor uses only a few commands very simplified to
optimize hardware functions and reduce an execution speed of a program. Also
the processor doesn’t include a floating point processor and uses software library
instead. For reason of using soft-ware library, it is difficult for multimedia data
having many floating point operations to encode and decode the multimedia
data rapidly. So we use pre-computed integer values instead of computing float-
ing point values for decoding multimedia data. As we use software for a floating
point operation, a mobile device is able to overcome hard-ware dependency. Con-
ventional MEPG-4 contents need an efficient player in order to be presented on
a PDA device. So, in this paper, we describe the efficient MPEG-4 player that
considers characteristics of a PDA device.

3 Structure and Adaptation Methods of an MPEG-4
Player

3.1 MPEG-4 System

MPEG-4provides anobject-basedapproach todescribing andcomposinganaudio-
visual scene with user interaction.The most important features of MPEG-4 are the
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Fig. 1. MPEG-4 system’s object based approach

scene description and the object descriptor framework[1, 2, 3]. Figure 1 shows how
MPEG-4 system communicates with a multiple object based scene.

An MPEG-4 scene is composed of a set of individual audio-visual objects and
the arrangement of the objects, with the scene description specifying the arrange-
ment of multimedia objects. The scene description is mapped into a parametric
form called Binary Format for Scenes[1, 2, 3, 18]. Also it declares the spatiotem-
poral relationship of multimedia objects. In the MPEG-4 scene description,
each object included in the scene is specified with its spatiotemporal properties.
The scene description has a structure inherited from the Virtual Reality Mod-
eling Language(VRML) for the most part. And MPEG-4 adds distinguishing
several mechanisms from the VRML as follows; data streaming, scene updates
and compression[20, 21]. The MPEG-4 scene is constructed as a hierarchical
structure, which can be represented as directed acyclic graph[3, 21]. Each node
of the graph denotes a multimedia object. The event model of BIFS uses the
VRML concept of routes to describe how objects behave following to user’s event
or space and time. Namely, the interactivity mechanisms between user and mul-
timedia object are inte-grated in the form of linked event sources and targets as
well as sensor objects, special objects that can trigger events based on specific
conditions. Likewise, the media nodes in BIFS are associated with the individ-
ual multimedia objects that are carried in separate Elementary Streams[11]. To
achieve the mechanism linking Elementary Streams and the scene description,
Object Descriptor(OD) is used. The OD identifies the associated Elementary
Streams and multimedia object in BIFS[11]. These MPEG-4 contents are en-
coded and multiplexed into coded binary streams that are either transmitted
or stored. For the purpose of presenting the MPEG-4 scene to end users, these
streams are demultiplexed and decoded. The decoded multimedia objects are
composed according to the scene description information and then rendered on
the user’s terminal. Finally, a user may interact with the presented scene.

3.2 Structure of an MPEG-4 Player

An MPEG-4 player plays usually the audio-visual scene that consists of var-
ious multimedia objects. And the player enables scene to change dynamically
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according to user’s interaction and scene description information described on
authoring MPEG-4 contents. Usual playback process of MPEG-4 contents is as
follows; first, the header information of MPEG-4 contents becomes to be ana-
lyzed. The information is used to separate multimedia objects included in the
contents. The system decoder reads a multimedia object, stores it in a decoding
buffer, and extracts access units from the buffer at precisely defined points in
time. And then it places composition units, the results of the decoding processes,
in the scene compositor. The scene compositor arranges the composition units
using scene description information. In the scene composition step, a scene tree
is generated by analyzing the scene description information. The scene tree is
the data structure that represents spatiotemporal relationship of multimedia ob-
jects. Also it is used to manage the content of spatially oriented objects which is
changed immediately by user’s interaction. The changed scene tree has an effect
on rendering a scene. Finally, the render displays the arranged composition units
on a screen.

In this paper, an MPEG-4 player for a mobile device consists of 6 parts; file
format decoder, system decoder, presenter, scene compositor, event processor,
and user interface[11]. The File Format Decoder divides the MP4 file into media
streams, and transfers them to the system decoder. The decoder reads the MP4
file, and separates each of bit streams and BIFS. And then it gives the unit data
having time information, and transmits them to the system decoder. The System
Decoder decodes BIFS, OD and each of multimedia streams. The System De-
coder transmits each element streams to video, audio or image decoding buffer
according to each kind of bit stream. Each decoding buffer is the memory space
for each bit streams before decoding. Each decoder decodes the bit stream, and
then each decoded stream stores in each composition buffer in the Scene Com-
positor. Also the System Decoder decodes BIFS streams and extracts the initial
information for scene composition. Using the element streams and initial infor-
mation(BIFS and OD), the scene compositor generates a scene. The scene is
rendered on the user interface of a mobile device by the presenter. The event
processor affects a scene composition using user’s interaction information. The
figure 2 presents the structure of an MPEG-4 player using adaptation methods
on a mobile device.

The Scene Compositor analyzes the scene description information, and ex-
tracts the property information of a multimedia object that is used to render
a scene on a screen. To analyze and manage the scene description information
in the Scene Compositor need a BIFS parser, an engine to support searching a
tree and a rule table for information extraction[19]. The BIFS parser generates
the scene tree. The scene tree is used to manage property information of each
object in the scene and its content is changed instantly by user’s interaction.
So change of the scene tree means change of a scene on a screen. To support
such rapid change needs a fast search engine to obtain needed data from the
scene tree. In this paper, the search engine uses a top-down method and depth-
first search mechanism. It receives the scene tree as input, searches property of
each object included in a node and judges whether an object is presented in a
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Fig. 2. Structure of an MPEG-4 player on a mobile device

scene according to playback time and drawing order of each object. Also the
search engine manages event information describing object’s behavior and in-
teractivity. The event information is processed by the ROUTEs mechanism,
event model of MPEG-4, to propagate events between objects on scene. The
ROUTEs combines with the interpolator that can cause behavior in a scene.
The rule table has main properties on each multimedia object. Using the rule
table, the search engine gets needed information from the scene tree. For exam-
ple, the Scene Compositor needs property information to present a video object
on screen such as url, whichChoice, center, scale, drawingOrder, translation, etc.
In this paper, we consider only video and audio objects on the player. The player
supports namely the Simple 2D profile of MPEG-4 standard. So besides the video
and audio properties, the rest properties are useless such as AnimationStream,
FontStyle, MediaTimeSensor, ScalarInterpolator, etc. Removing useless proper-
ties enables the Scene Compositor to reconstruct the scene tree fast and improve
a decoding speed of the BIFS.

The Event Processor supports two functions. One manages events happened
by the mouse movement of the user in the user interface. The other manages
events happened by the flow of time using timer of the MPEG-4 Player. The
user’s interaction happened by mouse is divided into mouse click, mouse drag and
mouse over. And the Event Manager manages each. While the MPEG-4 Player
is executed, the MPEG-4 Player examines whether the range of happened mouse
events is valid using transform information of each object in the MPEG-4 Player.
When the occurred time or user event is valid, the Event Processor searches the
related objects and the kind of event. If the suitable event is set up, the Event
Processor searches objects to be rendered according to the event. The searched
information is transferred to the Presenter.

The Presenter is responsible for rendering scene and consists of a graphic pro-
cessor and a controller. The graphic processor renders various audiovisual objects
using relatedgraphic libraries.Thegraphic libraries support renderingvideo, audio
and image, and supports a few media formats. The graphic library is independently
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man-aged inorder to easily expandrelated libraryonvariousdata formats.Thecon-
troller has 2 functions as follows; connecting each audiovisual object with related
graphic library and supporting synchronization between multimedia objects.

3.3 Adaptation Method for Efficient Playback

For an optimal adaptation of MPEG-4 contents on a mobile device, we consider
as following parts; the system decoder module and the presenter module. The sys-
temdecoder generates essentialBIFS information for rendering on a mobile device.
Also, the Resource Adaptor included in the System Decoder uses an IDCT algo-
rithmusing integer value instead of using cosine values having floating point values.
Such IDCT algorithm supports fast decoding of video streams. The Event Adap-
tor transforms various events(mouse click, mouse over, etc.) into suitable events
for a mobile device. When MPEG-4 contents is authored, various events can be in-
cluded in the contents, but such events doesn’t support on a mobile device always.
So the events must be adapted on a mobile device. The Physical Adaptor in the
Presenter computes coordinate values using a size and location of a media object
for rendering media objects on a mobile device. In order to adapt MPEG-4 con-
tents on a mobile device, the adaptation method consists of 3 subadaptations as
follows; physical adaptation, event adaptation, and resource adaptation.

The physical adaptation is the technique that adapts a size and location val-
ues of media objects in the contents. The adaptation is applied to the Presenter
module in the player. Conventional authoring environments make some problems
on a displayer due to a difference of a screen size between a mobile device and
a conventional device. In addition, width and height rates, a location and a size
of visual objects, etc., most visual objects in contents must be adapted accord-
ing to playback environment of a mobile device[7, 14]. The physical adaptation
provides to adapt coordinates of visual objects on an authoring environment
into them on playback environment in a mo-bile device. In case of not render-
ing contents on the mobile device due to its width and height, the procedure
transforms coordinates values of visual objects in the contents into them in the
mobile device. At this time, drawing information is gathered for rendering. The
minimum screen size for playback on a PDA device is computed by using left-
most, rightmost, uppermost, and lowermost location of each visual object in a
scene. Also, the size is used to compute a reduction rate. The reduction rate is
applied to reduce an external size of each visual object in a scene, and adjusts
a coordinates’ value of each object. In the case of a text object, a reduction can
make user not seeing itself on a PDA device. So, in order to avoid this problem,
a reduction rate under a certain font size should be avoided.

The event adaptation is the technique that transforms made events for desk-
top PC environment in authoring contents into available events on a mobile
device. Some of made events in authoring contents are difficult to apply to use
them on a mobile de-vice. So, in order to adapt the events on a mobile device, we
consider events as follows; mouse click, mouse over, mouse move, mouse drag,
mouse out, and mouse right click. Such events map easily to a mobile device
through the Event Adapter.
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The resource adaptation is the technique that takes playback rate of MPEG-4
contents efficiently on mobile environment with restricted resource. The adapta-
tion is applied to System Decoder module in the player. Conventional MPEG-4
decoding algorithm needs successive operations using real numbers in a DCT
algorithm and an IDCT algorithm for encoding and decoding of MPEG-4 con-
tents[12, 13]. So difficulties of conventional algorithm are a low decoding rate and
broken playback of the contents. In order to decode video stream efficiently, we
use the Chen-Wang’s algorithm[15, 16, 17] that provides high efficiency on a mo-
bile device especially. The algorithm provides fast decoding operations for video
playback on a mobile device by using integer values which mean pre-computed
cosine values with real numbers[15, 16, 17]. In the view of the general IDCT
operation (1), we transform 2 cosine operations into integer operation using a
table with pre-computed cosine values.

f(i, j) =
1√
2N

N−1∑
u=0

N−1∑
v=0

C(u) × C(v) × F (u, v) × cos
(

(2i + 1) × u × π

2N

)
× cos

(
(2j + 1) × v × π

2N

)
(1)

where f (i, j ) denotes a decoded image, F (u, v) denotes an encoded image, C(u)
and C(v) denotes coefficients and are less than 1, and N denotes the number of
blocks and its value is 8.

Because most of mobile devices doesn’t provide a floating point processor.
Such floating-point operations are processed by using libraries on a mobile device,
and take much time. The floating-point operation needs 12 CPU cycles, and the
integer operation needs 2 CPU cycles due to referencing a table with an integer
number only. So we can find that the IDCT operation can improve some 6 times
by using a reference table instead of computing a floating-point operation for
cosine values. In this paper, the pre-computed cosine values is made as follows;
first, a cosine value having a floating point value is multiplied by 2n, and then an
integer value is derived from adapting a shift operation as a division operation
to the multiplied value. And we use 210 as a number to be multiplied. Under
condition of a mobile device with 32bit ARM processor of RISC type, the number
10 is a maximum value for reducing resolution error according to a difference
between the cosine value and the computed integer value. So the integer value
is derived from adapting 10 shift operations to the multiplied value.

Besides, we remove a useless internal data structures as following information;
font style, scalar interpolation, etc. As a consequence of the removal of the useless
internal data, in parsing BIFS data, a searching and a decoding speed of needed
data are improved.

4 Performance Analysis

In this paper, we played back the MPEG-4 contents on a PDA device(HP Com-
PAQ iPAQ 3850, 206-MHz, 64MB Ram, 32MB FlashROM). For the implemen-
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Fig. 3. Playback of MPEG-4 contents on PC and a mobile device

Fig. 4. Playback speed according to using the adaptation methods

tation of the adaptation method and MPEG-4 player on a PDA device, we use
Microsoft Visual C++6.0, Microsoft Window for PocketPC 2002 and embedded
Visual C++ 3.0.

The figure 3 presents playback of MPEG-4 contents on a PDA device. The
MPEG-4 contents on a mobile device can be expanded or reduced according to
user’s interac-tion. The test data is the MPEG-4 contents including some media
objects(video, audio, text, etc.), and is 176 x 144 QCIF format. An audio ob-
ject that is included in the contents is MEPG-4 AAC format. And we consider
MPEG-4 contents using Sim-ple2D as test data. We could find that the player
showed an efficient presentation of the MPEG-4 contents on a PDA device.

The figure 4 presents playback speed of pre-application and post-application
of the adaptation method on MPEG-4 contents at a PDA device. The figure
5 presents a decoding speed on video according to using integer or real number
on computing the IDCT on a PDA(200MHz) and a PC(1.3GHz). In case of ap-
plying the proposed adaptation methods, we could find that a speed of decoding
video is improved some 6 times.
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Fig. 5. Decoding speed of video on a PDA device and PC according to an IDCT
operation

Fig. 6. Memory usage of pre-application and post-application of the adaptation
methods

Thefigure 6presentsmemoryusage according topre andpost-applicationof the
adaptation methods on MPEG-4 contents. In case of pre-application, a MPGE-4
player needs some 7.3MB. But, in case of post-application, a MPEG-4 player needs
about 3MB. We reduced memory usage by using adaptation methods.

In the view of the performance analysis on the proposed MPEG-4 player, we
could find that the player showed an efficient playback of MPEG-4 contents on
a mobile device.

5 Conclusions

In this paper, we proposed an efficient MPEG-4 player for suitable playback on
a mobile device. Most of mobile devices have restricted resource and user inter-
face. In order to overcome such problems, we applied the adaptation methods
to the MPEG-4 player in a PDA device. The adaptation methods are physical
adaptation, event adaptation, and resource adaptation. Fist, the physical adap-
tation was used to overcome a physical gap between authoring environment and
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playback environment of the MPEG-4 contents. Second, the event adaptation
was used to transform events not supporting on a mobile device into available
events. Finally, the resource adaptation was used to improve playback rate on a
mobile device with restricted resource. They affect generally BIFS parser, video
decoder, and the rest of player.

We could find that the MPEG-4 player using the adaptation methods showed
an efficient presentation of MPEG-4 contents on a mobile device. The applica-
tions for the player are as follows; mobile games, a car navigator, distance learn-
ing, etc.

Future work is development of an adaptation method for MPEG-4 contents
using various profiles.
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Abstract. MPEG-4 system defines a binary format, called BIFS(BInary
Format for Scene), and textual format, called XMT(eXtensible MPEG-4
Textual format) to represent the composition information of the scene fea-
turing interactive content. BIFS was proposed for efficient transmission,
and XMT based on XML, with the aim to support various playing envi-
ronments and to enhance the reusability of the contents as it is converted
into languages such as VRML,SMIL and etc. To provide interoperability of
this XMT, this paper proposes the mechanism to convert XMT into SMIL
using XSLT(XML Stylesheet Language Transformation). Further, this pa-
per analyzes XMT and SMIL to propose a conversion method for various
nodes, which do not match one to one, and defines XSLT for conversion.
In addition, this paper represents various geometric objects that are not
supported in the SMIL using SVG(Scalable Vector Graphics).

1 Introduction

The MPEG-4 system[1] defines a scene description language to compose inter-
active audiovisual scenes. The binary format BIFS(BInary Format for Scene)
and the textual format XMT(eXtensible MPEG-4 Textual format)[2] of BIFS
describe and define MPEG-4’s scene description. Because XMT is composed
in the XML format, it is easy to convert it into XML-based scene description
language. Therefore, if MPEG-4 authoring system produces audiovisual scenes
with the XMT format and converts this into SMIL[3], VRML[4], or BIFS of
MPEG-4 according to the user’s environment, it can support the reusability and
interoperability of the contents[5-7].

XMT defines XMT-A and XMT-Ω. XMT-A corresponds to the scene struc-
ture of BIFS one-to-one and is similar to X3D[8]. XMT-Ω is based on SMIL and
is a higher-level description language than XMT-A. At present, the following is a
study on XMT conversion. IBM Toolkit for MPEG-4[9] is a 2D scene authoring
tool producing XMT-A and XMT-Ω through various graphical user interfaces.
Related to this, the studies on the production of XMT and the conversion of
XMT-A to XMT-Ω are the main stream of the current research in this field.
� This work was supported by a grant from 2005 Research Fund of Andong National

University.
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The MPEG-4 Tools[10], developed by ENST, centers on studying the produc-
tion of MP4 contents from the alpha format of the XMT file and the conversion
of XMT-A into VRML and X3D.

These related studies all emphasize the conversion of audiovisual scenes into
XMT-A and XMT-Ω, as well as the conversion of XMT-A format into XMT-Ωor
into BIFS by the encoding of XMT-A format. There is still a lack, however, of
studies on the conversion of the XMT-Ω file into other formats like SMIL, etc.
SMIL has advantages because of its ability to integrate multimedia data and to
be generally used with the support of various companies like Adobe, Microsoft,
RealNetworks, etc. Since the nodes of XMT-A and BIFS correspond to each
other one-to-one, they are easy to convert, and the conversion of the XMT-
A format into XMT-Ω is not a problem because they also have corresponding
nodes. However, when XMT-Ω is converted into SMIL, there are many nodes
that do not support SMIL among the XMT-Ω nodes.

Therefore, this paper presents the system that produces audiovisual scenes as
XMT format to provide mutual exchangeability among various scene description
languages, which is the original purpose of XMT. This paper also proposes the
mechanism to convert the produced XMT file into SMIL. Converting XMT-Ω
into SMIL requires a conversion method for the nodes that are not supported
in SMIL. To solve this problem, this paper used SVG(Scalable Vector Graphics)
[11] within SMIL, and by composing of an XSLT(XML Stylesheet Language
Transformation)[12] file for total module conversion, it made xml-based files
possible for conversion.

In Chapter 2 of this paper, a comparison is made between the characteristics
of tags consisting XMT-Ω and SMIL by module, and proposes a conversion
technique for each module. Chapter 3 explains the conversion process of XMT-
Ω into SMIL. Chapter 4 shows the development examples and the evaluation,
and the paper is concluded in Chapter 5.

2 Comparison and Conversion Mechanism of XMT-Ω
and SMIL

XMT-Ω is the description made based on SMIL but there are many tags that do
not correspond one-to-one. This is because the expressions, having the original
characteristics of MPEG-4, are not expressed in SMIL. This chapter explains
the modules’ problems in conversion by providing a comparison between each
module. Solutions are also proposed.

2.1 Layout

XMT-Ω defines the space layout with the grouping of MPEG-4 and tree struc-
ture. XMT-Ω does not basically contain the SMIL layout module, but it is similar
to the space layout structure of SMIL. The layout conversion mechanism this
paper proposes is as follows.

In SMIL, <region> is used to indicate the location and size of the media.
On the other hand, in XMT-Ω, not only <region> but also the attributes



914 H. Kim

of the translation and size of <transformation> displays the location of con-
tents presented in the scene. The <region> used in XMT-Ω is used within
the <header> tag, which is similar to SMIL, so that it is easy to convert, but
the <transformation> tag is the information that each media own within the
<body> tag. Therefore, when the <header> information of SMIL is recorded,
the <transformation> information has to be searched by each medium and
change the tag name to <region>. Also, there is a slight difference between
the coordinate system of XMT and the SMIL. The center of the scene in the
coordinate system of the first one is (0,0), while the latter’s coordinate system
puts (0,0) on the upper left. Therefore, if it wants to display <region> of SMIL
by <region> or <transformation> information of XMT-Ω, transformation is
required. In the SMIL, the conversion equation for the left and top attributes of
the <region> is determined as follows.

left = (scene.width/2)+translation.x-media.width/2
top = (scene.height/2)-translation.y-media.height/2

2.2 Linking

Basically, XMT-Ω does not link the modules of SMIL, but displays it with the
anchor node of MPEG-4. As a single linking factor, XMT-Ω provides <a>. This
is similar to the <a> of SMIL and HTML. As <a>’s ”href” attributes, xMedia,
<group>, and xmtMedia factors can be contained.

2.3 Media

XMT-Ω includes the media module of SMIL, and more extensively includes the
media determined in MPEG-4. XMT-Ω includes not only the media formats
<img>, <audio>, <video>, <text>, <textstream>, etc., which are defined in
the SMIL, but also <rectangle>, <polygons>, <circle>, <lines> and <points>,
etc., of 2-D geometric objects. The conversion mechanism of each of them is
described below.

1) Image. Presenting an image on the screen in XMT requires only the address-
ing of the location information because the size of the image addressed on the
header can be provided by referring the image included in the process of making
MPEG-4 through actual XMT. However, presenting an image on the screen in
SMIL is slightly problematic because it requires to clearly indicate the size as
well as the starting location of the image in the <region>. To obtain the size of
the image, this paper used a method that records the size of image on an ”cus-
tom” attribute of <img> that is not actually used, and referred this attribute
for the actual conversion. The ”src” attribute is the path that the actual image
used. The image used in the authoring tool is not the image on the Web but has
a local path. To use the absolute path in the SMIL, the prefix ”file://” is used,
and some SMIL players recognize the path, including the blank, but such players
do not recognize paths containing Korean characters, only those in English or
numbers.
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2) Audio and video. The audio and video format used in XMT is different
from the useable format of SMIL. However, their attributes and structures are
similar, causing no problems in simple file conversion. With only the change of
the audio and video source used, the file is still playable.

3) Text. As a method to present the text, XMT-Ω provides <text> and
<string>, and SMIL provides <text> and <textstream>. Although they are
used for different purposes, this study changes the two tags of XMT-Ω into
SMIL <text>. The size of the text used in the <text> is a little different form
the size of font generally used. Comparing to the point unit letters that are
normally used, letter height is determined by the size of the text in XMT or
SMIL. The contents of the actual text are defined by the attribute ”src,” used
without an attached file, and begin with ”data.” Also, word spacing is expressed
as ”%20” in SMIL, and the line chaining in XMT-Ω (”;”) is indicated as ”%0A”
so that for special characters used as reading the text contents in the informa-
tion change of the text, it used them as defining their functions returning their
escape code.

4) 2-D geometric object of XMT. Since SMIL does not support the expres-
sion of geometric objects, the geometric objects (rectangle, circle, lines, point,
polygon, etc.) in XMT were represented as 2-D geometric objects using SVG.
The information recorded in the SVG file includes size, color, and the size and
color of the outline. The SVG file is displayed as ”src” attribute of <img> in the
SMIL. Although the <rectangle> of XMT can be simply presented as <brush>
in SMIL, it is more appropriate to display it by SVG due to the insufficiency of
the attributes of outline treatment and rotation.

2.4 Timing and Synchronization

SMIL includes comprehensive timing modules. XMT-Ω includes most of these
modules. The timing of XMT-Ω and SMIL includes three groups of <seq>,
<excl>, and <par>, and because their factors and attributes related to timing
are all similar, there is no difficulty encountered during conversion. Since the
<group> tag determined in the media module of XMT-Ω includes various media
with time information, such was converted as <par> in SMIL, which can be
played in parallel. If there is ”transformation” information in the <group>,
the region values of the media belonging to the <group> are changed during
SML conversion. The time groups in the media can have attributes like ”begin,”
”end,” ”dur,” ”min,” and ”max” that the absolute time of those attributes are
indicated by the timeline and can be described by user event.

2.5 Time Manipulations

XMT-Ω includes the SMIL time adjustment module that allows for time change.
In the time groups of XMT and SMIL, time operation is made possible by
attributes like ”accelerate,” ”decelerate,” ”auto-reverse,” and ”speed.” It is also
possible to make the play speed of the media faster or slower because of similar
names, which also makes conversion easily done.
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2.6 DEFS of XMT-Ω

The <defs> and <use> factors of XMT displays the MPEG-4’s reusability
through mapping with DEF and USE attributes. As XMT defines the object
repeatedly used in the scene in the defs, and writes the ID of defs in the usage
value as it is actually used, the scene can be more effectively displayed. However,
SMIL does not have any factor to display this characteristic. In the authoring
tool, upon conversion into SMIL, if the media used with <use> is found, the
media is described referring to the <defs> defined in the header.

2.7 Transitions

SMIL’s scene transition consists of three modules, namely BasicTransitions, In-
lineTransitions, and TransitionModifiers. The scene transition of XMT-Ω in-
cludes only BasicTransitions and InlineTransitions modules. BasicTransitions
module is made of the two factors of <transition> and <param>. The said mod-
ule determines the scene conversion type used for authoring on the <transition>
factor and registers it in the header, and then used in the media including the
ID of the <transition> factor determined in the header through the ”transIn”
or ”transOut” attributes. For items related to transition used in the author-
ing tool, the module goes through the registration process when it is authored.
The InlineTransitions module is presented through the <transitionFilter> fac-
tor. This can be determined as it is directly written within the media factor
used instead of predetermination. However, because it is not supported in the
current SMIL players in many cases, this study takes the method to change the
<transitionsitionFilter> used in the XMT to <transition> in the SMIL.

3 Conversion Process of XMT into SMIL

3.1 Production of XSL Document

XMT and SMIL are all XML-based languages in which the conversion of XML
language is mainly made by Extensible Stylesheet Language(XSL) document.
The XSL document describes where and how to indicate the data file within the
XML file exactly, and it is used to make a style definition for an XML document.
However, since the conversion mechanism is applied to the XSL document, it
takes a long time to define the conversion rule for the whole nodes of the input
and output documents and to make this as XSL document.

Therefore, this paper proposes the conversion method to automatically pro-
duce the XSL document. For this, several conversion rules are defined for the
XSL document according to the defined rules in changing XMT’s omega format
into SMIL by the XSLT engine provided by ”msxml” of Microsoft.

As a process for the conversion in this system, the schema of documents were
analyzed before and after the conversion. The patterns of correlation were then
defined among the nodes having the same or similar meanings as a rule. Using
the defined rule, it automatically produces the XSL document. The resulting
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XSL document is used when the XMT-Ω-to-SMIL conversion is done, including
the authoring frame producing the contents that can be played in the various
multimedia players. The structure of the XSL generator for the production of
the XSL document is shown in figure 1.

Fig. 1. The structure of the XSL generator for conversion of XMT into SMIL

Defined are the inputting XMT source tree and the XMT schema tree defining
XMT’s syntax, and the SMIL’s schema tree on outing as iTree, iGrammar, and
oGrammar, respectively. iTree examines if the scene information made was well-
written through iGrammar and if it is effective, it saves the iTree’s nodes in
order. While iGrammar defines the schema of a document before the conversion,
and oGrammar defines the schema of a document after the conversion, if they
have similar names and functions, or if they do similar roles in spite of different
names, etc., the conversion rules are also determined among the conversional
nodes. By taking each node saved in the cue, the XSLT document is produced
upon the corresponding conversion rule. The converted document consists of a
template unit, and it is a document produced by XML doing the conversion
processing for the corresponding nodes.

3.2 SMIL Converter

The SMIL conversion process of XMT-Ω is shown in Figure 2.
The input of the converter is XMT-Ω file and XSL file for the SMIL con-

version. These two files are parsed as DOM tree, respectively, by MSXML4. By
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applying the parsed DOM tree to the conversion engine, the SMIL file is pro-
duced. Actually, the conversion rule mentioned in Chapter 2 is described by an
XSL file. An XSL file is largely divided into the part describing the head and the
part describing the body. The head part mainly describes the layout information
that explains information like the size of the scene, the color of background, the
location as an object unit, transition information, meta information, and the
switch-related information processing method. The body part describes the con-
version rule about the information about the outputted objects. The produced
XSL file consists of some templates. By applying the corresponding templates for
each media from the root media, it is possible to convert by objects or modules.

Fig. 2. The SMIL conversion process of XMT-Ω

3.3 Conversion Example of Major Nodes

Figure 3 shows the conversion results of the XMT node into SMIL concerning
the major nodes.

As in figure 3, the conversion result of the geometric object node is not
made within the SMIL itself, but requires the advanced production of SVG to
display the information. The <rectangle> node of SMIL is converted into <img>
tag and <rect> tag of SVG. The <transformation> node displays the location
information about the upper media node, and there is a sub node of the media
node in the XMT’s omega profile. But the location information in the SMIL
is recorded as an attribute in the <region> node that is the sub node of the
<head> node regardless of the media object. The <material> node displays
the color information of the media object that exists as an attribute within the
media but as a node in SMIL.
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Fig. 3. The conversion example of XMT into SMIL on concerning the major nodes

4 Development and Evaluation

The conversion of XMT into SMIL in this paper was developed using VISUAL
C++6.0 of MS WINDOWS. It produced the audio/vidual scene as XMT and
converted the resulting XMT file into SMIL. Also, the MSXML 4.0 SP1 was also
used to apply XSLT. The figure 4 shows an example of the authoring interface,
the generated XMT file, the converted SMIL file, and the play result.

In figure 4, (a) shows an audio/visual authoring system supporting MPEG-
4 and XMT. The user interface provides a tool box for the efficient authoring
of media objects such as two-dimensional geometrical objects, images, video,
audio, text, animation, etc. It also provides authoring environments for event
information and for time-space relationships between objects that form scenes.
The media to be used in the scene can be added by selecting the icons located
at the left hand side of the screen. The basic information about each media is
displayed in the attribute window located at the right hand side of the screen.

The (b) shows an example of the XMT-Ω file on audio/visual scene. An
authored scene is generated in the form of a scene description tree that maintains
the media objects, the event information, and the attributes. To generate the
XMT file, this authoring system receives the scene description tree as input
and performs a depth first search on the tree before generating the XMT text
file. Rules for generating XMT files are defined internally, and the text files are
generated according to the rules.

The (c) is a converted SMIL file. The XMT-Ω file is converted into SMIL, using
XSL and the XSLT engine. The XSLT engine is predefined for conversion.The XSL
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Fig. 4. In this figure, the (a) shows an user interface for authoring XMT. The (b)
shows an example of generating the XMT-Ω file on the scene authored in (a). The (c)
is a converted SMIL file using XSL and the XSLT engine in this system. The (d) shows
the play results of the SMIL file.

file used in this case is based on the SMIL 2.0 schema, which refers to the conversion
rule. The rule mentioned in Chapter 2 is described by an XSL file.

The play result of the SMIL file in (c) are shown in (d). Although many SMIL
players are available, such as REALONE player of RealNetworks, QUICKTIME
of Apple, and GRIN of Oratrix Development VB, this paper used REALONE
player version 2.0 as SMIL player, which outputs SVG, which this study used
SVG to output 2-D geometric objects. Since the time base authoring of XMT-Ω
follows the basic framework of SMIL, it can be played as intended.

Figure 5 shows the converting ratio on each module between XMT and SMIL
after applying the proposed converting mechanism.

When only the tags were compared without using any conversion mechanism,
only 54% of the tags were identical in both multimedia languages excluding the
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Fig. 5. The conversion ratio on each module between XMT and SMIL after applying
the proposed converting mechanism

3-D nodes. This is because most media modules are not supported in SMIL.
To solve this problem, the paper made the XMG-omega’s tags of <audio clip>,
<sound>, and <string> play their roles by changing the names of <audio> or
<text> of SMIL, and the XMT tags of <font style>, <material>, <outline>,
<transformation> were played as they are changed into the attributes of SMIL’s
media. Also, 2-D geometric objects such as <circle>, <curve>, <lines>,
<points>, <polygons>, and <rectangle> that are not supported in SMIL were
converted as SVG to follow the standards of SMIL+SVG, and some of the nodes
were converted through the conversion mechanisms proposed in Chapter 2.

In media module M1 of figure 5, 3-D nodes are excluded. This figure repre-
sents that proposed SMIL file converter can change 100% of the tags provided in
XMT on modules excluding M1. A few nodes that do not converted into SMIL
in M1 module is related to converting of XMT-A into XMT-Ω. Therefore, the
proposed converting mechanism can support fully semantic conversion between
XMT-Ω and SMIL.

5 Conclusion

This paper described the XMT-Ω’s conversion mechanism into SMIL in the
MPEG-4 system. It proposed the conversion method for the parts where there
is no corresponding nodes between XMT-Ω and SMIL by module. The scene
information produced by XMT-Ω is produced as SMIL file by predetermined
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XSL file and XSLT engine for the conversion. The XSL file used in this study was
written based on the schema of SMIL 2.0 and produced based on the conversion
rule. Because among the objects consisting XMT-Ω, a part including Material,
Outline, Transformation, FontStyle, are determined as attributes in the SMIL,
the objects of XMT-Ω was converted as the attributes of SMIL, and the parts of
the objects that cannot be presented in the SMIL(rectangle, line, circle, polygon,
etc.) were written as SVG and added as the attributes of SMIL media. The
proposed conversion method is to find the conversion rule among two scene
description languages having different syntaxes, determine them, and produce
converted script by the defined rules. This has an advantage that it can confirm
the playability of the same scene of MPEG-4 content not only in the MPEG-4
player but also in other generally-used SMIL players. Further, if it is possible to
know the syntax definition of other scene description languages, an even more
extensive playability can be checked as converting it.
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Abstract. For hands-free communication system, this paper describes
a noise reduction method using a 2-channel microphone. Recently, the
Complex Spectrum Circle Centroid (CSCC) method has been proposed.
This method utilizes geometric information and estimates the spectrum
of the target signal. The method is advantageous in that no adjustment of
the array-processing parameters to the environment is necessary before
its operation and it is effective with non-stationary noise. However, the
original CSCC method requires at least three microphones to estimate
the spectrum of the target signal (center of circle). In this paper, we
propose a method which estimates the spectrum of the target signal using
only two microphones. In experimental results, the proposed method
outperforms the Delay-and-Sum approach and can restore the target
signal almost completely in a simulated noisy environment.

1 Introduction

A speech signal is available for hands-free communication system. However, in
a real environment, the quality is degraded by the influence of the noise signals
that are added to the target speech signal. Thus, it is necessary to reduce the
noise signals and to enhance the target speech signals.

A popular method in noise reduction is Delay-and-Sum (DS) [1]-[3]. The ad-
vantage of this method is that DS does not require the training of the filter
coefficients, but the DS method needs many microphones to improve its per-
formance. Another method is an adaptive type of array processing [4]-[7], such
as those proposed by Griffiths-Jim [8], AMNOR [9], where the training of the
filter coefficients is required beforehand. The adaptive type methods can achieve
better performance than that of DS, but if the test environment is different from
the training, the performance decreases severely.

On the other hand, a technique called the Complex Spectrum Circle Cen-
troid (CSCC) method [10] has been proposed recently. This method utilizes the
geometric information of the target signal and the observed signal in a complex
spectrum plane. This method can reduce noise without training before its oper-
ation and also achieve high performance. Furthermore, to process in each frame,
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this method can be effective with non-stationary noise. However, this method
needs at least three microphones to estimate the spectrum of the target signal.
This means the method requires a special device, such as microphone array.

In this paper, we propose a method which estimates the spectrum of the
target signal using only two microphones. The proposed method can reduce
noise with high performance and achieve results as good as the CSCC method.

The organization of the paper is as follows. In section 2, we describe the
basis of the CSCC method, followed by an explanation of the estimation process
using only two microphones. In section 3, the experimental results are discussed.
Finally, in section 4, we summarize the conclusions of this work.

2 Noise Reduction Processing in a Complex Spectrum
Plane

2.1 The Layout of Observed Signals in a Complex Spectrum Plane

We assume that two acoustic signals, target and noise, propagate toward the mi-
crophones. The configuration of the two-microphone case is shown in Figure 1. The
observed signal mi(t) of the i-th microphone is defined as follows:

mi(t) = s(t) + n(t − τi) (i = 1...M) (1)

where s(t) is the target signal and n(t) is the noise signal at time t, and τi

denotes the time delay at the i-th microphone in respect to the noise signal,
and M denotes the number of the microphones. The Fourier transform of the
observed signal of the i-th microphone is described as follows:

Mi(ω) = S(ω) + N(ω)e−jωτi (i = 1...M) (2)

where ω denotes angular frequency, and Mi(ω), S(ω) and N(ω) indicate Fourier
of mi(t), s(t) and n(t), respectively. Figure 2 gives a graphic representation of

m2(t) = s(t) + n(t- )

Noise Signal n(t)

Ta
rg

et
S

ig
na

l
s(

t)

microphone

m1(t) = s(t) + n(t)

Fig. 1. Signal propagating toward the 2-channel microphone
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Fig. 2. Distribution of the observed signal by multiple microphones in a complex spec-
trum plane

Equation (2). Each Mi(ω) lies on a circle with radius ‖ N(ω) ‖ and at a center
S(ω). The value ωτi denotes a deflection angle.

In the Complex Spectrum Circle Centroid (CSCC) method [10], the circle
location is estimated by using only Mi(ω), and the center of the circle is the
spectrum of the target signal.

2.2 Estimation of the Target Signal Spectrum Using a 2-Channel
Microphone

The original CSCC method requires at least three microphones because we need
to estimate the location of the circle. This means that the method requires a
special device, such as a microphone array.

Here, we propose a method to estimate the spectrum of the target signal
using only two microphones. As shown in Figure 1, if the signals propagate as a
plane wave, the spectrums of the signal observed using a 2-channel microphone
are given as follows:

M1(ω) = S(ω) + N(ω) (3)
M2(ω) = S(ω) + N(ω)e−jωτ (4)

where M1(ω) and M2(ω) are the spectrums of the observed signal, S(ω) and
N(ω) denote the spectrums of the target signal and the noise signal, respectively.
The value τ denotes the time delay between the two microphones in respect to
the noise signal.
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As discussed in Section 2.1, S(ω) is located at an equal distance from M1(ω)
and M2(ω), and the distance is ‖ N(ω) ‖. Subtracting Equation (4) from Equa-
tion (3) gives the value of N(ω) as

‖ N(ω) ‖ =
‖ M1(ω) − M2(ω) ‖

‖ 1 − e−jωτ ‖ . (5)

Figure 3 shows the process used to estimate S(ω) using two microphones.
First, we draw a perpendicular bisector toward a straight line connecting M1(ω)
and M2(ω) in a complex spectrum plane. Next, we draw a circle with the radius
‖ N(ω) ‖ shown in Equation (5) and its center at M1(ω). The coordinates of
each spectrum in Figure 3 are defined as follows:

– The spectrum of the observed signal:{
M1(ω) = (M1x, M1y)
M2(ω) = (M2x, M2y)

– The candidate for the target signal spectrum:

S̃(ω) = {S1(ω), S2(ω)} ,

{
S1(ω) = (S1x, S1y)
S2(ω) = (S2x, S2y)

– The midpoint:

C(ω) = (Cx, Cy) = (
M1x + M2x

2
,
M1y + M2y

2
)

where subscript x and y denote the coordinates of the real part and the imaginary
part, respectively.

The perpendicular bisector and the circle are given as follows:

S̃y(ω) − Cy(ω) =
M1x(ω) − M2x(ω)
M2y(ω) − M1y(ω)

(S̃x(ω) − Cx(ω)) (6)

(S̃x(ω) − M1x(ω))2 + (S̃y(ω) − M1y(ω))2 =‖ N(ω) ‖2 . (7)

The spectrum of the target signal, S(ω), is located at the intersecting points
between the perpendicular bisector and the circle. Hence, S1(ω) and S2(ω) are
obtained by solving the simultaneous equations between Equation (6) and Equa-
tion (7). We replace the gradient in Equation (6) with d, which is shown as
follows:

d =
M1x(ω) − M2x(ω)
M2y(ω) − M1y(ω)

. (8)

Using this equation, we define the constants as follows :⎧⎨⎩
a = 1 + d2

b = −2(1 + d2)Cx(ω)
c = (dCx(ω) − Cy(ω) + M1y(ω))2− ‖ N(ω) ‖2,

(9)
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Fig. 3. The estimation process of the target signal spectrum using the 2-channel mi-
crophone in a complex spectrum plane

and calculate S̃x(ω) as follows:

S̃x(ω) =
−b ±

√
b2 − 4ac

2a
. (10)

Substituting the obtained S̃x(ω) into Equation (6), we are able to obtain S̃y(ω).
Finally, we must choose the proper spectrum from two among the candidates

for the target signal. In this paper, we chose the candidate whose spectrum power
is smaller, since we considered that the power of the estimated clean signal will
be smaller than that of the observed noisy signal. In the case shown in Figure
3, S1(ω) is chosen as the target signal spectrum.

3 Experiments

3.1 Experimental Conditions

To evaluate the proposed method, we used two evaluation measures. One is
a cross-correlation value (CC-V alue) between the target signal and the noise
removed signal. It is defined as follows:

CC-V alue =
∑T

t s(t)s̃(t)√∑T
t (s(t))2

√∑T
t (s̃(t))2

(11)

where T denotes the length of the signal, and t is the variable of time. s̃(t) is
the noise removed signal.
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The other evaluation measure for performance in speech recognition is the
cepstrum distance (CepDist), which is defined as follows:

CepDist =
1
N

1
P

N∑
n

P∑
p

(‖ S(n, p) − S̃(n, p) ‖) (12)

where N and P denote the total number of analysis frames and the dimension
of the cepstrum, respectively, and n and p are the variables of the frames and
the cepstrum dimension, respectively.

In the experiments, the target source and the noise source were located at
90 degrees and 30 degrees from the line connecting the microphones, respec-
tively. The microphones were uniformly spaced at 2.83-cm intervals. We used
10 Japanese utterances in the “ATR SPEECH DATABASE” as the target sig-
nals and three other utterances in the same database as the noise signals, and
mixed them to produce the observed signals with a signal-to-noise ratio (SNR)
of 0 dB.

The observed signal was sampled at 16 kHz and windowed with a 20-ms
Hamming window every 10-ms. Then a 320-point DFT was used to compute
16-order MFCCs (mel-frequency cepstral coefficients). We compared the per-
formance of the conventional method of Delay-and-Sum (using 2 or 14 micro-
phones).

The proposed method requires the noise source direction to calculate ‖
N(ω) ‖ in Equation (5). The direction can be estimated by the inference method
of the sound source, such as Cross-power Spectrum Phase analysis (CSP). How-
ever, in this experiments, we gave the noise source direction to evaluate the noise
reduction performance of the proposed method.

3.2 Simulated Environment

In this experiment, microphone-array data was generated by simulation consid-
ering only the time delay. Therefore, the target signals and the noise signals are
propagated toward the microphones without degradation. Table 1 and Table 2
show the results for CC-V alue and CepDist. From these results, we see that the
proposed method outperforms the Delay-and-Sum method. An example of the
signal waveforms is shown in Figure 4. This example uses an utterance as the
noise signal. And another example of the signal waveforms which uses a music as
the noise is shown in Figure 5. These result shows that the proposed method is
effective for the noise both in speech regions and non-speech regions. In addition,
these results lead us to the conclusion that the proposed method can restore the
target signal almost completely.

Also an example of the spectrum estimation of the target signal in a complex
spectrum plane is shown in Figure 6. In Figure 6, the points of the observed
signal spectrum by a 2-channel micorphone are shown as circle symbols, and
the candidates of the target signal spectrum which estimated by the observed
signal spectrums are shown as square symbols. Here, we chose the bottom-left
spectrum as the target signal from the candidates because its power is smaller
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(a) A target signal ( the utterance is /danbou/ )

(b) An observed signal (the utterance of noise signal is /shisyuu/)
(SNR:0dB)

(c) A signal after noise removal was carried out, using the DS(mic:2)
method

(d) A signal after noise removal was carried out, using the proposed
method

Fig. 4. The waveforms of a target signal, an observed signal and a noise removed signal.
(The noise is an utterance.)
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(a) A target signal ( the utterance is /mimiwosumase/ )

(b) An observed signal (the noise signal is a music) (SNR:0dB)

(c) A signal after noise removal was carried out, using the DS(mic:2)
method

(d) A signal after noise removal was carried out, using the proposed
method

Fig. 5. The waveforms of a target signal, an observed signal and a noise removed signal.
(The noise is a music.)

than the other, as shown in Figure 6. It should be noticed that the estimated
target spectrum located in the almost same location as the spectrum of the real
target signal which are shown as the cross symbol.
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Table 1. Comparison of cross-correlation value when using simulation data

Data No. Observed Signal DS(microphone:2) DS(microphone:14) Proposed Method
1 0.69 0.70 0.79 0.96
2 0.72 0.73 0.80 0.94
3 0.71 0.72 0.84 0.99
4 0.66 0.67 0.81 0.96
5 0.68 0.69 0.80 0.97
6 0.65 0.66 0.81 0.99
7 0.71 0.75 0.82 0.98
8 0.70 0.74 0.81 0.99
9 0.70 0.74 0.81 0.91
10 0.69 0.70 0.79 0.97

Average 0.69 0.71 0.81 0.97
*The figure in () means the number of microphones.

Table 2. Comparison of cepstrum distance when using simulation data

Data No. Observed Signal DS(microphone:2) DS(microphone:14) Proposed Method
1 9.18 8.88 6.38 4.44
2 8.04 7.65 5.61 4.06
3 12.46 12.24 11.34 6.97
4 8.60 8.62 7.51 5.68
5 8.16 8.35 6.73 5.13
6 9.28 9.31 8.11 5.93
7 9.66 9.26 5.58 3.40
8 9.91 9.63 6.69 4.98
9 9.38 9.02 5.46 3.60
10 8.54 8.12 5.76 4.01

Average 9.32 9.11 6.92 4.82
*The figure in () means the number of microphones.

3.3 Reverberant Environment

In an experiment in a reverberant environment, we produced the observed sig-
nals with reverberant acoustic characteristic using the following steps. First, we
convoluted the impulse responses with the target signals and the noise signals.
Next, we added the noise signals to the target signals at each microphone. We
used impulse responses from “RWCP Sound Scene Database in Real Acoustical
Environments” [12], where the reverberation time was 300-ms and the distance
between the sound source and the microphone was 2 meters.

Table 3 and Table 4 show the results of CC-V alue and CepDist. From these
results, the performance of the proposed method degrades below DS. We consider
that the failed estimation is attributable to the signal degradation caused by
reverberation.
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Fig. 6. An example of the target signal spectrum in a complex spectrum plane esti-
mated from the simulated noisy data

Table 3. Comparison of cross-correlation value when using reverberant data

Data No. Observed Signal DS(microphone:2) DS(microphone:14) Proposed Method
1 0.57 0.57 0.59 0.48
2 0.69 0.69 0.74 0.48
3 0.71 0.72 0.76 0.51
4 0.65 0.66 0.72 0.44
5 0.66 0.67 0.77 0.46
6 0.63 0.64 0.73 0.51
7 0.66 0.68 0.74 0.50
8 0.73 0.75 0.81 0.53
9 0.66 0.68 0.74 0.53
10 0.65 0.65 0.69 0.45

Average 0.66 0.67 0.73 0.49
*The figure in () means the number of microphones.

4 Conclusions

In this work, we have presented a noise reduction method in a complex spectrum
plane using only two microphones. The method utilizes the geometric informa-
tion and restores the target signal to estimate its spectrum. The method is
advantageous in that no training time is necessary before its operation and it is
effective with non-stationary noise.

The experiment results showed that the proposed method outperformed the
Delay-and-Sum method and can restore the target signal almost completely in the
simulated noisy environment. On the other hand, in the reverberant environment,
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Table 4. Comparison of cross-correlation value when using reverberant data

Data No. Observed Signal DS(microphone:2) DS(microphone:14) Proposed Method
1 10.52 10.43 9.13 9.90
2 8.30 7.95 6.47 8.29
3 12.22 11.97 11.60 11.64
4 9.68 9.67 8.74 9.82
5 10.28 10.24 9.20 10.06
6 11.33 11.34 10.25 11.08
7 9.48 9.51 7.69 9.47
8 10.07 9.96 7.64 9.81
9 9.29 9.31 7.73 9.56
10 9.37 9.26 7.57 9.13

Average 10.05 9.96 8.60 9.98
*The figure in () means the number of microphones.

the performance degraded. We consider this failed estimation of the spectrum of
the target signal was caused by the reverberation and the propagation degradation.

In future work, we will investigate the affects in a reverberant environment,
and will try to improve the performance of the proposed method in a real environ-
ment. Furthermore, we will investigate a way to estimate the noise propagation
direction, as the proposed method requires that we do so.
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Abstract. In this paper, we propose an efficient classifier fusion for face 
recognition under varying illumination environments by taking classifier 
fusion’s advantage of environment context identification. Adaptation to 
dynamically changing environments is very important since advanced 
applications become pervasive and ubiquitous. The proposed classifier fusion 
system, called BCF (Bayesian based classifier fusion), adopts the concept of 
face context awareness and evolutionary computing. But aside the difference of 
classifiers the training data performs main role in them consequently the results 
from the classifiers couldn’t be so individual from each other to make decision 
by considering them. The system working environments are clustered and 
identified as face environmental context. Majority voting (MV), Maximum 
based fusion (MX) and Minimum based fusion (MN) are used to explore the 
most effective action configuration for each identified context. Once the context 
knowledge is constructed, the system can adapt to varying environment in real-
time. The superiority of the proposed scheme is shown using three face image 
data sets: Inha, FERET, and Yale.  

1   Introduction  

Classifier fusion methods are illustrated their better reliance on recognition than 
single classifier and implemented in various ways. Clustering the data set into 
different regions is added value to recognition systems by finding specific 
sophisticated system for particular region in ways as selection and fusion of classifiers 
[1, 2]. Clustering methods discriminate the data by their features so the data vectors in 
same clusters must be considered similar to each others. In this paper, we discuss 
about the framework of CAES (Context-Aware Evolvable System) that can behave in 
an adaptive and robust manner under dynamic variations of application environments. 
CAES can be thought as an augmented evolvable system framework which provides 
not only the capability of evolution/adaptation but also that of context-awareness and 
context knowledge accumulation. The context knowledge of individual environmental 
contexts and their associated chromosomes is stored in the context knowledge base. 
The most effective action configuration of the system is determined for a current 
environment by employing the popular evolutionary computing method, genetic 
algorithm (GA)[3,4, 5]. Context modeling can be performed by an unsupervised 



936 M.Y. Nam, J.H. Yoo, and P.K. Rhee 

learning method [6] such as Fuzzy Art, SOM, etc. Context identification can be 
implemented by a normal classification method such as NN, k-nn, etc.  

The proposed framework fuses the context-awareness and the evolutionary 
strategy. The novel strategy make the system adapt itself dynamically under changing 
and uneven application environments. Similar research can be found in [7, 8, 9]. The 
main difference of the proposed method from other evolutionary computing methods 
is that it can optimize action configuration in accordance with an identified context as 
well as stores its knowledge in the context knowledge. Hence, the proposed method 
can provide self-growing adaptation capability to the system. That is, once the context 
knowledge is constructed, the system can react to changing environments in real-time. 
The proposed method has been tested for the popular vision application, face 
recognition using three data sets: Inha, FERET, and Yale where face images are 
exposed to dynamically changing and uneven lighting conditions. We achieve 
encouraging experimental results showing that the performance of the proposed 
method is superior to those of most popular methods under uneven environment. This 
paper is organized as follows. In the section II, we present the model of proposed 
BCF. In the section III, we discuss about design issues such as context learning, 
context identification, run-time adaptation using genetic algorithm. Finally, we give 
experimental results and concluding remarks in the section IV and V, respectively. 

2   BCF (Bayesian Based Classifer Fusion) 

In this session, we discuss about the model of BCF based CAES with the capability of 
real-time adaptation and context knowledge accumulation. The goal of BCF based 
CAES can be described as the provision of optimal services (performances) using 
given system resources by identifying its working environments (contexts), and the 
major functionalities of BCF based CAES can be formalized as follows (see Fig. 1):  

- Identify the system working environment (Context-awareness),  
- Configure its structure using autonomous computing method (Classifier fusion), 
and Accumulate knowledge from its experience in a manner of self-growing 
(Context knowledge accumulation). 
 

 

Fig. 1. The system architecture 
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Two types of data inputs are used: context data and action data inputs in CAES. 
The action data, denoted by x, is a normal data being processed. The context data, 
denoted by y, is used to identify an environmental context of CAES and to construct a 
proper action (action configuration) based on the identified context. In many cases, 
the action data itself can be used as the context data. We assume that the context data 
can be modeled in association with the input action data. 

Initially, the scheme learns application's environmental contexts. It accumulates the 
knowledge of context-action association, and stores them in the CKB. The knowledge 
of context-action association denotes that of most effective action configurations for 
the context. 

Single classifiers are following: 

a) Eigenface 
b) Gabor3 
c) Gabor13 
d) Gabor28 
e) Gabor30 
 
Classifier fusion methods are following: 

a) Majority voting (MV) 
b) Maximum based fusion (MX) 
c) Minimum based fusion (MN) 
d) Naive Bayes (NB)  
 

BCF (Bayesian Based Classifier Fusion) 

We present the recognition system using the table of Trueness using Bayesian rule 
between clusters for combining the results from the individual clusters. Heretofore 
fusion methods are aimed on combining the different classifiers, trained on same 
training data set.  

We can restrict the )(xdi  within the interval [0,1] and say )(xdi  is the degree of 

‘support’ given by classifier D
~

 to the hypothesis that x comes from class iω  [most 

often an estimate of the posterior probability )].|( xP iω ]. But we actually will use 

classifiers more simple than “soft labels” for implementing Xcor. In a need of making 

the problem simple we will define the classifier D  from D
~

 as follows:  
]1,0[: ×Ω→ℜnD  is defined as )}({max)()}(,{)(

..1
xdxdxdxD j

cj
mmm =

=⇔′= ω   

The set of data used for training the classifier iD , contains the element of class iω′ . 

)(

)()|(

i

i
i dp

TruePTruedp
=α   where )|()|()( FalsedpTruedpdp iii += , 

ijmTrueP =)( . 

For example In Fig.3, training data set consists of four pictures of two people 
named A and B. Let us assume that we are going to recognize whose picture is the 
test image. Each similarity of test and trained images measured by classifier 
(Gabor28) are illustrated in figure. Classifier outputs are usually made comparable by 
scaling to interval [0, 1]. Most similar one is the fourth element in training data set. 
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But in this matter, absence of forth image in Training Data Set can bring wrong 
recognition of test image of B to the third element which belongs to class A. There is 
no guarantee that training data set should contain features of each class in each 
cluster. However, if we trained the classifier by only features in cluster 0, that 
classifier can recognize the test image to class B. 

 

Fig. 2. Two persons  images named A, B classes are clustered by lighting. The similarities 
measured by Gabor28 are shown. 

    Classifier outputs are usually made comparable by scaling to interval [0,.1]. We 
assumed the outputs are also measurable as similarity of feature to classes. By the 
Fig.1 the features in same cluster are measured more similar by classifiers. In this 
paper, it is assumed that combination of Classifiers, each fed by data in one cluster is 
more steady in recognition rate. Classifier fusion assumes that all classifiers are 
trained over the whole feature space, and are thereby considered as competitive rather 
than complementary. But some methods as bagging, boosting and ada-boosting made 
the classifiers individual from each other by selecting different training data sets [9, 
10]. Thus, some solutions considered individualism between classifiers by correlation 
between them for making final decision. 

3   Learning and Testing 

The assumption that classifiers perform independent of each other might be 
invulnerable. But methods related to Boosting as Bagging [11], Boosting [2], 
AdaBoosting [2, 11] considered create each classifier in an ensemble independently 
of the other classifiers. We can look in way the classifier is simply compares the Test 
data with trained data. Same idea is introduced here to create the classifiers 
independent from each other and make the ensemble method fitness correlation more 
considerable and reasonable. Fig 4 shows the difference of independency of 
classifiers trained by different data set or whole. 
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Fig. 3. Classifier decision architecture 

3.1   Training Fitness Correlation Table 

Let R0, R1 … RN are regions clustering the feature vector x  R^n data sets and D = 
{Dij}, i,j {1,2,3,…,N} are the classifiers. Call a classifier the mapping D: R^n  
{h, y}, y is one of {1,2,…,c} c classes and h, h [0,1] is fitness between x and y 
measured by classifier. We can look in way the classifier simply compares the Test 
data set X with trained data set T. Dij is expert on comparing feature vector x, x Ri, 
x with training data t, t Rj. 

3.2   Classifying Method 

Correlation between Clusters 
Training will consists of two main methods “classifier training” and the “Xcor Table 
training”. Each will be accomplished by using Training Data Set T  and Xcor Data 

Set U  respectively. },{ n
ii ttT ℜ∈= , },{ n

ii uuU ℜ∈=  

    First we will cluster these data sets into K different sets by using clustering 

methods like k-means. Let kTTT ,...,, 21  are the clustered sets of T  and 

kUUU ,...,, 21  are the clustered sets of U . Despite the T  set contains elements of 

all classes, there is no guarantee that iT  should contain the elements of all classes. 

This assumption actually the reason we are adopting Xcor method to keep the 
recognition rate of classifiers when the training set is not complete at all clusters. 
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3.3   Xcor Table Training  

Train the “simple-soft-label” classifier D  by sets kTTT ,...,, 21  and let  

kDDD ,...,, 21  are the trained classifiers respectively. ( kiDi ..1, =  can be 

considered different and individual from each others ) 
    In this method we will create the Xcor Table by using classifiers’, 

kDDD ,...,, 21
,  

result of recognition on data sets 
kUUU ,...,, 21

. This method would naturally be 

understood the training of second layer classifier. Let 
ijY , }|)(,{ jiij UuuDyyY ∈==  

is the set of results of iD  on jU , simply can be represented as )( T
ji

T
ij UDY = .  

We can define three different sets of soft labels 
ijijij HHH

~
,,  from 

ijY . ijH  is set of 

)(xd  components of true results.  

})(},{|{ jijiij UuofclasstruetheisandYuDddH ∈∈== ωω  (1) 

ijH  is set of )(xd components of wrong results despite iT  contains the true class 

of jUuu ∈, . 

}

,)(},{|{

ji

ijiij

UuofclasstruecontainsTdespite

uofclasstruethenotisandYuDddH

∈

∈== ωω
 (2) 

ijH
~  is set of )(xd components of results when iT  does not contains the true class of 

jUuu ∈,  

})(},{|{
~

jiijiij UuofclasstruecontainsnotdoesTwhenYuDddH ∈∈== ω  (3) 

Suppose that 
ijijij HHH

~
,,  perform normal distributions. The average and standard 

deviation of 
ijijij HHH

~
,,  are denoted by }~,~{},,{},,{ ijijijijijij σμσμσμ  respectively. 

The Xcor table, the final result of “Xcor Table training“ method, would 

contain kjiwhereem ijijijijijijijij ..1,,},~,~{},,{},,{ ∈σμσμσμ . 

 

Fig. 4. Each cluster’s correlation table 
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3.4   Test Mode 

Simply combining method is making final decision when we received number of 
result from different classifiers. Addition information that we need is trueness of that 
result and fitness correlation table would help us to find them. The trueness of the 
classifier’s derived result derivate next figure and equation.  

 

�� ��

Fitness
� �� ��

Fitness
�

 
Fig. 5. Classification Reliability 

ái = P(True | j ) = P(True | X)  = P(X | True) * P(True) / P(X) (4) 

P(X) = (P(X | True) * P(True)  + P(X | False) * P(False) (5) 

P(X | True) = exp(-0.5 * ((x - T)/ T)^2 ) / ( 2ð * T ) (6) 

 
• If the Results of 6 Classifiers are 

 A B A A B C with Trueness a01 a1 a2 a3 a4 a5 
 E = {A,B,C};   Ci = (Cluster i  I) = { i0, i1, … ik} 
 

P(True | A) = A * B(A) * C(A)  

A = a0 * a2 * a3  

B(A) = (1-a1)^D1(A) * (1-a4)^D4(A) * |C1  C4  E| / (|C1  E|*|C4   E|)  

Di(A) = 1 if A is contained in Cluster i, else  0 elsewhere

4   Experimental Results  

The proposed framework is tested in the area of face recognition and location. 
Extensive experiments have been carried out using three data sets: Inha, FERET, and 
Yale. We achieved very encouraging results. 

The proposed BCF method has been tested in the area of face recognition. The 
changes in image data under changing illumination is modeled based on the illumination 
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context. Illumination context may include lighting direction, brightness, contrast, and 
spectral composition. We adopt lighting direction and illumination as the model of 
illumination context here.  

In the experimental system for the face recognition, the context clusters face data 
images into five contexts, and constructs the context model of face images for each 
environmental context using the statistical learning algorithm K-means. The feature 
space of object instance with uneven illumination must be clustered properly so that 
the location error can be minimized. However, the clustering of illumination 
variations is very subjective and ambiguous. Thus, we adopt K-means for achieving 
an optimal illumination clustering architecture. In this paper, the clustering 
performance is improved by iterative learning method. Fig. 4 shows the clustering 
result of face images by K-means.  

 

 

Fig. 6. Examples of face image clustered by the CAM 

The action primitives in the feature representation stage are PCA and Gabor 
representations. Gabor representations are divided into four types. The proposed 
approach employs Gabor feature vector, which is generated from the Gabor wavelet 
transform. We adopt four Gabor based feature representation: Gabor3, Gabor13, 
Gabor28, Gabor30. Thus, we use total five action primitives in the feature 
representation stage, PCA, Gabor3, Gabor13, Gabor 28, and Gabor30. We adopt two 
action primitives in the class decision stage:  Cosine distance based and cosine 
distance based action primitives.  

Cosine distance is adapted in Gabor vector distance calculate cosine distance is 
more enhanced the similarity between vector. The proposed paper is the enhanced 
method more than the other algorithm. The BCF algorithm is interest face database of 
varying illumination face image. The method has been tested using Inha database,  
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FERET[12] probe_fafb_expression images and fafc_illumination images, and 
Yale[13] database. Experiments have been carried out to compare the recognition 
performance of BCF based face recognition schema and that of other methods.  

FERET fafc dataset shows poor performance under bad illumination. Thus, if the 
working environment of the system can be controlled well, non-evolvable method 
may perform better than the proposed adaptive method. However, in general we can 
not predict or control the system working environment. Table 1 shows that varying 
classifier results for face illumination context. Table 2 is result for cluster number by 
K-means.  

Table 1. Comparison of face recognition rates of BCF based method to those of  
non-evolvable methods focusing on the feature representation stages in the CF 

Method BCF PCA Gabor3 Gabor13 Gaor28 Gabor30 

Inha  98.5% 92% 90% 65% 93% 97% 

FERRET fafb 95.04% 90% 25% 50.25% 90.25% 94% 

FERRET fafc 81.94% 65.5% 20% 26% 65% 68% 

Yale 97.5% 85% 10% 30% 85.25% 96.5% 

Integrated 93.25% 83.13% 36.25% 42.81% 83.38% 88.88% 

Table 2. The proposed method results each cluster number 

Database 
Result 

YaleDB_Del Feret 

Gabor28 96.63% 90.98% 

FitCorr[6] G28 93.26% 91.80% 

FitCorr[3] G28 98.88% 90.98% 

FitCorr[2] G28 96.63% 90.98% 

Gabor13 93.26% 90.16% 

FitCorr[6] G13 95.51% 91.80% 

FitCorr[3] G13 96.63% 90.98% 

FitCorr[2] G13 93.26% 90.98% 

 

Table 3 shows the performance of the efficient methods for integration FERET 
fafb dataset and fafc dataset. The proposed method is higher performance more than 
other algorithm. Tables are derived the higher performance for bad illumination data.  

Table 3 shows the comparative tested performance by Eigenface using Bayesian 
theory and other classifier. In own experimental results, the proposed method shows 
recognition rate of over 95.51 % for FERET fafb and fafc dataset, which exceeds the 
performance of the other popular methods. The context-based classifier fusion method 
performs better than single classifier method because the image feature is different 
according context information. 
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Table 3. Comparison results between classifier fusion (cluster number 5) 

 Ferret Yale Our Lab 
Eigen face 60.35 58.91 94.2 
Gabor3 59.59 68.99 93.72 
Gabor13 64.96 77.83 94.44 
Gabor28 82.06 80.46 95.79 

Gabor30 82.06 80.46 95.79 

MV 84.58 82.17 98.41 
MX 84.66 80.46 97.14 
MN 8.38 10.07 8.73 
NB 85.16 83.1 97.77 
Product 78.62 82.63 90.94 
Average 83.74 84.03 97.22 
BCF 95.51 95.02 99.20 

5   Concluding Remarks  

This paper proposes a novel adaptive framework that can be used for adaptive 
systems under uneven and dynamic environments by employing the concept of 
context-awareness, BCF, and context knowledge base. Furthermore, it solves the 
time-consuming problem of the classifier fusion.  The system working environments 
are learned (clustered) and identified as environmental contexts, and BCF is used to 
explore the most effective action configuration(s) for each identified context. The 
knowledge of the individual context and its associated chromosomes representing 
optimal action configurations is accumulated and stored in the context knowledge 
base. The action mode executes the task of identification using the correlation 
knowledge between classifier accumulated in the learning mode by Bayesian rule. 
The major contribution of the proposed method is to achieve real-time evolvable 
system under varying environments. 
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Abstract. We propose a novel hybrid illumination invariant feature se-
lection scheme for face recognition, which is a combination of geomet-
rical feature extraction and linear subspace projection. By local geome-
try feature enhancement technique, neighborhood histogram equalization
(NHE) in our experiment, some illegible edges due to week illumination
will be enhanced effectively. Then we applied classic linear subspace pro-
jection methods, such as Principle Component Analysis (PCA), subspace
Fisher Linear Discriminant (FLD), and Direct Fisher Linear Discrimi-
nant (DFLD), on these face images to decrease training samples’ dimen-
sion as well as diminish the effect of noise introduced at the first step.
Our methods are evaluated on an elaborate selected subset (with large
illumination variation) of YaleB database. Experiments on this data set
show that the NHE+DFLD yields the best performance. By using only
3-dimensional features (the original face images are 256×256), error rate
can be decreased from 0.73 (by DFLD only) to 0.07.

1 Introduction

Face recognition has been an active research field for it’s widen application in
automate criminal identification, airport security system and credit card verifi-
cation. But from a certain point of view, face recognition is a tough task because
of generally similar shape and structure of a face combined with numerous vari-
ations caused by illumination, facial expression and pose. As stated by Adini
in [1], ”The variations between the images of the same face due to illumination
and viewing direction are almost larger the image variations due to change in
face identity.” Within recent years, many researches have been focused on di-
minishing the impact of illumination variation and some promising methods and
results have been reported, such as in [2, 3, 4].

A successful illumination invariant face recognition system depends heavily
on both the specific features used for classification and the specific classifier being
used. So the invariance can be address at these two procedures, feature selection
procedure and classification procedure. In [5], Liu proposed two probabilistic

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 946–957, 2005.
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reasoning models for face recognition, which is combination of Principle Com-
ponent Analysis (PCA) and Bayes classifier. His work based on the assumption
that the within class densities in reduced PCA subspace are normal distribution.
Within class scatter were used to estimate the covariance matrix for each class
and Maximum A Posteriori (MAP) decision rule optimized the class separability
in the sense of Bayes error. So in his work, the invariance was address in clas-
sification procedure. In [2], Chen furthered Liu’s work and proposed Adaptive
Principle Component Analysis (APCA). He modified the covariance matrix of
previous one, and proposed a filter matrix of identity-to-variation (ITV) ratio
to capture the main differences between classes (faces) while diminishing the
contribution of those that are largely due to the lighting variation (within class
differences). In his method the invariance has been addressed in both the APCA
feature selection procedure and Bayes classification procedure.

Comparing with above methods, a large number of algorithms deal with the
feature selection and classification procedure separately and try to represent the
raw image data with some illumination insensitive features. Common used ap-
proaches include edge maps and linear subspace projection methods. But edge
features generated from shadows are related to illumination changes and may
have significant impact on recognition. Also if in the rather weak illumination
conditions, the edges may become illegible and difficult to extract. Another effec-
tive way is the linear subspace projection method, which base on the assumption
that the human face is Lambertian reflected and convex and tries to construct
a low dimensional linear subspace for face images taken under different light-
ing conditions [3]. Within this category, some statistic methods have been pro-
posed for salient features derivation with the purpose of reducing the amount of
data used for classification and simultaneously enhancing discriminatory power.
These methods often exploit different optimization criteria, such as redundancy
minimization and decorrelation (ICA), minimization of the reconstruction error
(PCA), as well as maximization of the ratio of the determinants of the projected
between-class-scatter matrix and within-class-scatter matrix (FLD).

In our work, the illumination invariance is fully addressed in feature selec-
tion procedure. Our goal is to select robust illumination insensitive features for
recognition. The method proposed in this paper is a combination of above two
approaches, edge enhancement and linear subspace projection, which can inte-
grate the advantages of these two methods as well as avoid their inherent draw-
backs. Neighborhood histogram equalization (NHE) can achieve a local contrast
enhancement. The edges then become prominent even in some dark regions. So
NHE operation can diminish the effect of illumination and yields a face image
with strong edges that robust to illumination variation. But the drawback of
NHE is that this method also amplified the noise in the ”flat” region. Linear
subspace methods are powerful techniques that can reduce the amount of data
for classification as well as increase the discriminatory capacity of the data.
Take Fisher Linear Discriminant for example, it distinguishes the different roles
of within and between class scatter by applying discriminant analysis and be
relatively robust to noise and mild illumination variation. But the robustness
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of the FLD depends on whether or not the within class scatter can capture
enough variations for a specific class. When the training samples do not include
most of the variation due to lighting or the training sample size for each class is
small, the FLD leads to deteriorate performance. That’s the reason why the FLD
doesn’t work well in large illumination variation environment. When the illumi-
nation variances were diminished by the NHE procedure, FLD’s performance
can increased essentially.

This paper is organized as follow. In section 2, the local enhancement method
Neighborhood Histogram Equalization (NHE) and some of its variations are
introduced. Section 3 describes the most common used linear subspace projection
methods PCA, FLD and DFLD. In section 4, we evaluate the combinations of
these methods on our elaborately selected face dataset from YaleB database.

2 Neighborhood Histogram Equalization

Histogram equalization is a common used method to enhance the contrast of an
image. Theoretically the transformed image should have a uniform histogram.
This method is considered to produce an ”optimal” overall contrast in the image.
But the enhancement result highly depends on the gray level distribution of the
overall image, and is independent of pixels’ spatial distribution at all. So if an
image has an almost uniform histogram distribution but most of its informative
regions are under week lighting condition, the global histogram equalization will
not guarantee more legible visual results for these regions and the information
in there region can not be extracted effectively. Another observation is that the
geometry structure of an object can be affected dramatically by illumination.
Take Fig.1 for example, the region A and region B contain the almost same
geometry structure, the edges between face and the background. But due to the
weak illumination, the edges in region B are almost imperceptible. So the edge
information in region B can not be addressed with the same importance as the
one in region A. As a matter of fact, the average gray level difference alone the
edges in region B is 6, but the average difference in region A is much stronger,
70. In this case, comparing with the edge in region A, the ones in region B are so
week that it maybe neglected if we apply the same criteria on the overall image
regardless their local information at all. So the conclusion here is that in order to
make the resulting image more legible, the contrast enhancement method should
not only depends on the pixels’ gray level distribution but also on their spatial
distribution. In another word, contrast enhancement makes sense only when it
can make spatially adjacent regions become more distinct from each other, and
it is almost of no use if we enhance the contrast of two regions spatially far from
each other. Based on the above observation, we proposed a sample yet effective
local contrast enhancement method, Neighborhood histogram equation, which
applies a histogram-equalization like operation in a neighborhood system. Com-
pared with the traditional histogram equalization method, this method takes
into account not only the gray level distribution but also the spatial informa-
tion. It computes the histogram of a local image region centered at a given pixel
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Region Edge: A Region Edge: B

 

Fig. 1. Illumination can affects the visual result of geometry structure essentially

to determine the mapped value for that pixel; this can achieve a local contrast
enhancement. The point mapping function can be state as follows:

I ′(X) =
Dmax

ARX

∫ I(X)

0
h(u)du (1)

where

h(u) =
∑

Xt∈RX

δ(I(Xt) − u), u = 1, . . . , 255 (2)

In above two equations, X = (x, y) is the coordinate of current point and I(X)
and I ′(X) are the pixel values of point X in the original image and mapped
image. h(u) is the local histogram of region RX , which centered at point X .
Dmax and ARX are the maximum gray scale value and area of region RX .

Fig.3 shows some local enhancement results of neighborhood histogram equal-
ization (NHE). The images in the Fig.3(a) are are the original ones with very
prominent illumination variation. And those in the Fig.3(b) are the enhancement
results of NHE. From these examples, we can see that the effect of illumination
can be largely removed by NHE and originally very distinct images became very
resemble with each others. And also the geometry structures, such as edges,
which originally are imperceptible, now can be extracted effectively. Fig.3(c)
shows the illumination component removed by NHE, which are the residual im-
ages between the ones in Fig.3(a) and Fig.3(b). The definition of pixel value in
image I(c) at point X can be expressed as:

I(c)(X) =
{

Ch, sign(I(a)(X) − I(b)(X)) ≥ 0,
Cl, sign(I(a)(X) − I(b)(X)) < 0,

(3)

One point should be made clear here is that there also exist other local histogram
equalization methods, such as adaptive histogram equalization (AHS) in [6] and
block based histogram equalization (BHS) in [4]. These methods also can achieve
a regional contrast enhancement, and yield comparable visual results as the
algorithm proposed in this paper. All these local contrast enhancement methods
share the same drawbacks. They can strengthen the edges even in the quite weak
illumination condition, but they also amplified the noise, especially in the ”flat”
regions. Then linear subspace projection methods can be use to extract the most
discriminant features as well as diminish the effects of noise.
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3 Linear Subspace Methods

Principal component analysis (PCA) and Fisher Linear Discriminant (FLD) are
two well known linear projection methods. Both of them have been applied to
the task of face recognition successfully. They have superb ability to reduce the
dimensionality of the data as well as diminish the effect of noise.

3.1 Review of PCA Method

Principal Component Analysis (PCA), also known as the Karhunen-Loeve ex-
pansion, is a classical technique for signal representation. The projection cri-
terion used in PCA is to choose the direction along which training data has
maximum variation to construct the reduced subspace. So any particular face
can be economically represented along the eigenpictures coordinate space. Since
the eigenpictures are fairly good at representing face images, it is reasonable to
use the projections along them as the classification features for face recognition.
Turk and Pentland developed a well-known face recognition method, known as
egienfaces, which drastically reduces the dimensionality of the original space and
face detection and identification are carried out in the reduce space.

The advantage of applying PCA for face recognition (eigenfaces) comes from
its generalization ability. PCA’s projection axes based on the variations from all
the training samples, hence these axes are fairly robust for representing both
training and testing images.

3.2 Review of FLD Method

While PCA is a classical technique for signal representation, Fisher Linear Dis-
criminant (FLD) is a classical technique for pattern recognition. It is a class
specific method and distinguishes the different roles of within-class variation
and between-class variation.

Let the between-class scatter matrix be defined as:

SB =
c∑

i=1

Ni(μi − μ)(μi − μ)T (4)

And the within-class scatter matrix be defined as:

SW =
c∑

i=1

∑
xk∈Xi

(xk − μi)(xk − μi)T (5)

Where μi is the mean image of class Xi, and Ni is the number of samples in class
Xi. If SW is nonsingular, the optimal projection Wopt is chosen as the matrix
with orthonormal columns which maximizes the following ratio:

Wopt = arg max
W

|WT SBW |
|WT SW W | (6)
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But in face recognition problem, the number of images in the learning set N is
much smaller than the number of pixels in each image n. And the rank of SW is
at most N − c This means SW is a singular matrix. To overcome this difficulty,
two well- known methods have been proposed. They are subspace Fisher Linear
Discriminant (also known as PCA+FLD) and Direct Fisher Linear Discriminant
(DFLD).

Subspace FLD. To overcome the singularity of SW , the most common used
method is the subspace FLD (PCA+FLD). In this method, the traditional PCA
is exploited firstly to reduce the dimension of the original data. Then the FLD is
applied to the samples in the reduced PCA subspace. This is a very popular way
to deal with the singular problem, especially in face recognition problem. But
the difficulty of this problem is that the PCA criterion may not be compatible
with the FLD criterion, thus the PCA step may discard dimensions that contain
important discriminative information. So this method may not fully exploit the
discriminant potential of FLD.

Direct FLD. Based on the observation that the null space of SW contains the
most discriminative information. Yu [7] proposed a direct implementation of FLD
(DFLD). As the traditional FLD, DFLD also simultaneous diagonalize the SW

and SB. But the key idea here is to discard the null space of SB, which contains
no useful information-rather than discarding the null space of SW , which contain
the most discriminative information. This can be achieved by diagonalizing SB

firstly and the eigenvectors corresponding to the biggest eigenvalues were kept
for dimension reduction. Then the S′

W (SW in reduced space) is diagonalized
and the smallest eigenvectors, which corresponding to the null space of S′

W , are
kept for extracting the most discriminative features. This implementation gives
an exact solution to Fisher’s criterion whether or not SW is singular. So the
advantage of Fisher Linear Discriminant can be fully exploited.

4 Experiments

In this section, we make a relatively extensive evaluation on our illumination in-
variant feature extraction methods, which are NHE+PCA, NHE+subspace FLD
and NHE+DFLD. Sine we address the feature selection procedure, we evaluate
the validity of these different feature selection methods by nearest neighbor clas-
sifier. All the samples used in our experiments are selected from YaleB[8] face
database. YaleB contains 10 subjects, 9 poses and 64 illumination conditions in
each pose. We use frontal pose (indexed as P00A) for our evaluation.

4.1 Sample Selection

To address the illumination invariant property of our method, we selected the
training and testing samples from non overlapping illumination conditions. There
are totally 100 training samples and 120 testing samples for ten objects (for each
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Fig. 2. Training and testing samples’ lighting sources distribution, where red points
indicate the training samples and the black ones represent the testing samples

(a) Original training samples  

(b) Enhancement results of NHE  

(c) Illumination component removed by NHE  
Fig. 3. Training samples of object 1

object, 10 frontal picture for training and 12 pictures for testing). All the im-
ages are 256 × 256 pixels. The specific light source direction for each training
and testing sample can be stated clearly by Fig.2, where the 10 red points and
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(a)  Testing samples without preprocessing

(b)  Testing samples processed by NHE

Fig. 4. Testing samples of object 1

12 black points with their corresponding coordinates represents the light source
direction of training and testing samples respectively. The coordinate below each
colored point in Fig.2 deals with the azimuth and elevation of the single light
source direction. Take (+85, +20) for example, in this case the light source di-
rection with respect to the camera axis is at 85 degrees azimuth ′(A +085)′ and
20 degrees elevation (′E + 20′). (Note that a positive azimuth implies that the
light source was to the right of the subject while negative means it was to the
left. Positive elevation implies above the horizon, while negative implies below
the horizon.)

From Fig.2, we can see that the training samples (whose light source direc-
tions corresponding to red points) for each object are under large illumination
variation. The 10 training samples for object1 can be seen in Fig.3(a). And the
testing samples, some examples of which can be seen in Fig.4(a), are selected
from quite different light conditions, which are non-overlapping with the training
samples’. With this elaborate selection, we are going to verify two key problems:
first, if our feature selection methods are so robust to illumination that the train-
ing samples for each object with such large illumination variation can be cluster
together effectively; second, if there exists over fitting problem (as proposed in [3])
in our method. In another word, weather it will lead to deteriorate performance
when these feature selection methods are extended to some unseen samples.

4.2 Evaluation

In order to provide a more intuitive impression of our methods’ illumination in-
variance, we mapped all the 100 training samples in to the reduced 2-dimensional
space. The distribution of these training points can be seen in Fig.5(a) (b) and (c).
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Table 1. Evaluation results of our methods

 PCA Subspace FLD DFLD 

Error rate 0.767 0.767 0.733 

 NHE+PCA NHE+Subspace FLD NHE+DFLD

Error rate 0.542 0.617 0.067 
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Fig. 5. The cluster results of training samples with features extracted by different
methods

They are the mapping results of PCA, subspace FLD and DFLD. We can see that
for PCA, its mapping direction corresponding to the largest variance. In our exper-
iments, the largest variances were introduced by illumination rather than by the
identity of different objects, so in this reduced space, the samples are almost indis-
criminable. Theoretically, the subspace FLD and DFLD will yield better cluster
results, but the effects of illumination are so strong in this scenario that both of
them can not provide satisfiable cluster results. When we incorporate these linear
subspace methods with our local contrast enhancement method NHE (window size
is 13 × 13),the effects of illumination can be diminished essentially. Especially for
NHE+DFLD, see (f), which yields a rather satisfiable cluster results according to
samples’ identity.

We evaluate our methods’ generalization capacity by testing them on some
unseen samples which selected from quite different illumination conditions.
Fig.4(a) shows the original testing images of object 1 without preprocessing
and (b) shows the enhancement results by NHE. In our experiments we map the
training and testing samples into 3-dimensional space. The classifier used here
is nearest neighbor classifier. Experiment results can be seen in Table.1, which
shows that by combining the NHE with the linear subspace methods, error rate
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Fig. 6. The error rates of NHE+DFLD at different window size

can be decreased dramatically. Especially for DFLD, it’s error rate is only 0.067
even in this extreme low dimensional space.

4.3 About Window Size

The window size of NHE can also affect the robustness of selected features. If the
window size is too small, theNHEwill introducemore noise and edges extracted are
veryweak, but a big widow will leads to less noise aswell as insufficient illumination
removal. We evaluate window size’s effect on the performance ofNHE+DFLD. The
windows size range from 5 × 5 to 29 × 29. Results can be seen in Fig.6.

5 Conclusions

In this paper, we proposed an illumination invariant feature extraction method
for face recognition, which is a combination of local contrast enhancement and
linear subspace projection. The local enhancement can extract the facial geom-
etry features which are resistant to large illumination, as shown in our exper-
iments. But it can also introduce noise into the ”flat” region. Then we used
subspace projection methods to extract the most discriminant features as well
as diminish the effect of noise. By incorporating the advantages of these two
kinds of methods, we can decreased the error rate essentially even in very rig-
orous illumination condition. Another advantage of our methods is that it can
reduce the data to very low dimensional space with superb discriminant power.
In our experiment, the original data are 256 × 256-dimensional and the reduced
data are only 3 − dimensional.
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Abstract. In this paper we propose a method to remove the specularity
of an image using Color Line(CL)-projection. CL-projection is defined as
the projection along the direction of color line. In the first step of the
proposed procedure, the highlighted region in an image is estimated from
two images captured with different camera exposure times. In the second
step, the representative color of the neighborhood of each highlighted
region is estimated. In the final step, the specular component of color
in the neighborhood region is removed using CL-projection and then
the highlight is inpainted to recover the original color using a distance
transform.

1 Introduction

One of the most significant reasons for discoloration is specularity, which causes
saturation or clipping[1]. Several studies have been made on the method to re-
move this specularity in an image. G.J. Klinker[1] proposed the specular removal
method using Shafer’s[2] dichromatic reflection model in color space. Robby T.
Tan[4] used the relation between the chromaticity and intensity of color in or-
der to separate diffuse and specular components. Although the image without
specularity is obtained, generally a polarizer causes reduction of intensity of an
image, and it is not able to remove specularity with respect to all directions[5].
In order to solve the problem of polarized images, some researchers considered
color as well as polarization[6, 7].

In the case of the consideration of color, it is important to determine the
direction of projection in order to remove specularity. Therefore we propose the
method of projection along the direction of the color line[8].

Three significant problems have been recognized in the previous works. First,
the procedure searching for highlight areas is complicated due to the shortage
of information in case of using an image, or difficulty to synchronize images
though multiple images are used. Second, in removing the specular compo-
nent, determination of the projected direction is carried out through heuris-
tics and complicated procedure. Third, to achieve realistic results it was nec-
essary to iterate the inpainting process and to heuristically decide on the ter-
minated condition. Therefore, we proposed a novel method to search for the

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 958–969, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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highlighted area using two images which are obtained using different camera
exposure times, and to remove the specular component without consideration of
the projected direction. In addition, the method to obtain the realistic inpainting
results is also proposed without complicated iteration and heuristic terminated
conditions.

This paper is composed of five sections, including an introduction in section 1.
Basic concepts are described in section 2 and the proposed procedure is discussed
in section 3. Experimental results are presented in section 4. In the last section,
conclusions are described.

2 Basic Concept

2.1 Dichromatic Reflection Model and Color Line

Color is composed of a surface reflection component(a specular component) and
a body reflection component(a diffuse component) in the dichromatic reflection
model. We assume that there exists a single light source and the object has a
single color. The color distribution of pixels in an image is similar to a curve
in color space such as a skewed L-shape[10]. Omer[8] defined a color line as the
curve which is the representative line of similar colors. In this paper, the diffuse
color line(DCL)is defined as the portion on a color line, containing colors which
are composed of only the diffuse component, and the specular color line(SCL)
is defined as the portion on a color line, containing colors which are composed
of both the diffuse component and the specular component. In the case of an
image composed of only diffuse colors, color lines are generally composed of
DCLs without SCLs in color space. Fig.1 shows the concept of the dichromatic
reflection model and the color line.

We denote black color(0,0,0) as bp and white color(1,1,1) as wp. bw is the
straight line between bp and wp. The representative color expressing the

Fig. 1. The concept of dichromatic reflection model(left) and color line(right) in RGB
color space
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characteristics of the color line is called rCL in color space. We also define rCL

as the farthest color on the DCL away from bp, that is, the farthest color on the
DCL away from bw[1]. Therefore, rCL is the brightest color on DCL and does
not include a specular component.

2.2 Reduction Ratio of Intensity

Now, let us consider two colors, ai and bi , in color space. Dst(ai, bi) is the color
distance between ai and bi. If the i − th camera exposure time is ti, where i is
a positive integer, then an image captured with ti is denoted as Iti , where the
size of Iti is M × N , where M , N is the positive integer. Color at the position
(x, y) in Iti is denoted as Iti(x, y).

Fig. 2. Reduction ratio of intensity expressed by a difference image

The reduction ratio of intensity between Iti−1 and Iti is defined as LRRti−ti−1

which is calculated from the color distance of each color at the same position of
two images, Iti−1 and Iti . If the reduction ratio is uniform regardless of color,
LRRti−ti−1 is expressed by the mean value of Dst(Iti−1(x, y), Iti (x, y)) (Eq. (1)).
In other words, LRRti−ti−1 is the magnitude of the average of the difference
image between Iti−1 and Iti .

meanti−ti−1 =

M,N∑
x,y

Dst(Iti−1 (x, y), Iti(x, y))

M × N
, (1)

where t1 < t2 < · · · < ti−1 < ti.

LRRti−ti−1 = meanti−ti−1 (2)

If Iti(x, y) is close to bp or Iti−1(x, y) is close to wp, LRRti−ti−1 is smaller than
the mean value of Dst(Iti−1 (x, y), Iti(x, y)). Therefore, we change Eq. (2) into
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Eq. (3). Eq. (3) means that if Dst(Iti−1 (x, y), wp) is smaller than meanti−ti−1 ,
Iti−1(x, y) is not a white color but a color in the highlighted region though the
color is similar to white. We use this concept when searching for the highlighted
region.

LRRti−ti−1 > meanti−ti−1 (3)

3 Proposed Method

3.1 Adaptive 2-Step Projection

In the case of discoloration due to clipping or saturation, the diffuse component
can be estimated by removing the specular component at a color, that is, by
projecting a color on the DCL. Therefore, we define color line projection as
the projection on the DCL along the direction of the SCL, since the quality
of the projected result depends on the estimation of the projected direction.
CL-projection will be explained in the next section, and the adaptive 2-step
projection, the sub-process of CL-projection, is explained below.

Now, we assume that the color line and rCL are known and the type of color
line is a skewed L-shape which is composed of two straight lines, a DCL and a
SCL. The color at the highlighted region is considered as the brightest color on
DCL after removing a specular component, since the color at the highlighted
region is composed of the rCL and the specular component. In other words, if
it is necessary to remove the specular component, the color has to move near to
the SCL, and then the projected color has to be projected along the direction
of the SCL again. We call this projection method a 2-step projection. The 2-
step projection in proportion to the ratio of color distance is defined as adaptive
2-step projection to keep the relative characteristics of the color, especially, the
ratio of the color distance among colors.

We assume that ai is a color to project. a1st
i is defined as the projected color

of ai in the direction of the SCL, according to the color distance between the
SCL and ai. Let a2nd

i be defined as the projected color of a1st
i on the DCL along

the direction of the SCL, according to the color distance between the SCL and
a1st

i . In addition, a1st
i and a2nd

i should be in the range of the radius of the color
line as in Eqs. (5), (6), (11), and (12)[1]. Therefore a1st

i and a2nd
i is not on the

color line but near the color line after the adaptive 2-step projection.
The projection to obtain a1st

i is called the first projection, and the projection
to obtain a2nd

i is called the second projection as in Fig.3. We denote the minimum
of the radius as Lo and the maximum of the radius as Le. The length of bw,
Lbw is defined as the standard length of the 2-step projection. We denote ai

projected on the SCL as a′
i, as in Eq. (4), and a1st

i projected on the DCL along
the direction of the SCL as b′i, as in Eq. (10). The result after the adaptive
2-step projection is expressed as in Eq. (14).

a′
i =

d · (ai − wp)
d · d d + wp, (4)
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Fig. 3. The adaptive 2-step projection is defined as the first projection(left) and the
second projection(right)

where d = rCL − wp.

ao
i =

(Laia′
i
− Lo)a′

i + Loai

Laia′
i

(5)

ae
i =

βao
i + (α − β)a′

i

α
, (6)

where Laia′
i
= Dst(ai, a

′
i), Lo = αLbw, Le = βLbw.

a′′
i =

Lbwao
i + Laia′

i
ae

i

Lbw + Laia′
i

, (7)

where Lbw = Lbw − Laia′
i
, Laia′

i
= Laia′

i
− Lo.

a1st
i =

{
a′′

i , if Laia′
i
> Lo

ai, otherwise
(8)

bi = a1st
i (9)

b′i =
(d · d)(bi · rCL) − (d · rCL)(d · bi)

(d · d)(rCL · rCL) − (d · rCL)(d · rCL)
rCL (10)

bo
i =

(Lbib′
i
− Lo)b′i + Lobi

Laia′
i

(11)
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be
i =

βbo
i + (α − β)b′i

α
(12)

b′′i =
Lbwbo

i + Lbib′
i
be
i

Lbw + Lbib′
i

, (13)

where Lbw = Lbw − Lbib′
i
, Lbib′

i
= Lbib′

i
− Lo.

a2nd
i =

{
b′′i , if Lbib′

i
> Lo

bi, otherwise,
(14)

where Lbw = Lbw − Lbib′
i
, Lbib′

i
= Lbib′

i
− Lo.

3.2 CL-Projection

If the shape of the color line does not follow the straight line or the distribution
of colors near the highlight is widely spread, the color modified by the general
projection is distorted[3]. In order to solve this problem, it is necessary to project
along the color line, CL-projection. Instead of complicated calculation,that is,
projection along the color line, we use a simple approximation of an adaptive
2-step projection iteratively, as follows.

Firstly, we assume that rCL has been already calculated. A local rCL cal-
culated from the partially extended neighborhood of the highlighted region, is
denoted as l− rCL and the initial value of l− rCL is denoted as init− rCL. Fig.4
shows the result of the adaptive 2-step projection after three iterations.

Step 1 : init − rCL = wp

Step 2 : Extend the area of the neighborhood near the segment of the highlighted
region

Fig. 4. Concept of CL-projection
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Step 3 : Calculate l − rCL

Step 4 : Generate the color line from init − rCL and l − rCL

Step 5 : Carry out an adaptive 2-step projection
Step 6 : Replace init − rCL with l − rCL

Step 7 : Repeat steps from 2 to 6 until rCL and init − rCL are the same

3.3 Removal Procedure of Specularity Using CL-Projection

In this paper, two images are obtained with different camera exposure times. In
order to inpaint highlight the method using CL-projection and distance trans-
form is proposed with three steps. In the first step, in order to determine the
highlighted region the threshold is calculated from the reduction ratio of in-
tensity, that is, the average of the color distance between two images. In the
second step, the highlighted region is segmented and then the representative
color of the neighborhood of each segment is determined. In the last step,
the specular component of color in the neighborhood region is removed us-
ing CL-projection and then the highlight is inpainted by distance transform[9].
The Fig.4 is the whole procedure to inpaint highlighted region using the CL-
projection.

Fig. 5. Proposed procedure for inpainting highlighted region using the CL-projection
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4 Experimental Results

The camera, Cannon EOS 300D, is used to capture two images with each expo-
sure time and the lens type of the camera is Cannon EFS(18-55mm). The F-stop
number is 5.6 and two kinds of exposure time, 1/100s and 1/500s are used. The
color of the light source with diffuse films is white and the color temperature
is 5400K. The color temperature of the light source is 5200K by experimental
measurement. The captured objects are billiard balls, namely snooker balls.

The results at each step of the proposed method are shown in Fig. 6. Fig. 6(a)
is the original image. Fig. 6(b) shows one of segments of the highlighted region,
and Fig. 6(c) is the neighborhood of the segment. Fig. 6(d) is the result when
the image in Fig. 6(c) is modified by CL-projection. The result of inpainting
highlight, using distance transform, is shown in Fig. 6(e). Fig. 6(f) shows the
result that the highlighted region and the neighborhood are replaced by each
portion in Fig. 6(d) and in Fig. 6(e) in the final step.

Fig. 7(a) shows the image with several color balls. Fig. 7(b) shows the result
that specular components in Fig. 7(a) are removed after applying our method.
Color distribution is shown in Fig. 7(c) and Fig. 7(d), corresponding to each
image Fig. 7(a) and Fig. 7(b). Fig. 7(d) shows the result of removing specu-
lar components without changing DCL. Finally, Fig. 7 shows the result of the
recovered image generated by the proposed method.

Color distribution differs according to the characteristics of the material, that
is, color, surface reflection, coating material and so on. Fig. 8 shows the special
case of color line shapes, that is to say, the case in which the modified result can’t
be better without CL-projection. Fig. 8(a) is the original image, Fig. 8(b) is the
result using one directional projection and Fig. 8(c) is that using CL-projection.

(a) (b) (c)

(d) (e) (f)

Fig. 6. Results at each step of the proposed method
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(a) (b)

(c) (d)

Fig. 7. Results of the image with several color balls

Fig. 8(d) shows the color distribution of the image Fig. 8(a) in color space and
color line of the portion corresponding to the brown ball in image Fig. 8(a). Fig.
8(e) and Fig. 8(f) are results of Fig. 8(a) using each projection method. The pro-
jection result is expressed in Fig. 8(e), and in Fig. 8(f) by color vectors(black-pink
lines), where black points are original points and pink points are projected points.
If the single-directional projection is used, colors at the neighborhood of the high-
lighted region are not modified since projected colors are widely spread. Although
the multi-directional projection is applied to Fig. 8(b), it is necessary to make the
projection direction of each color determined individually. Therefore the result us-
ing CL-projection is much simpler and better since modified colors exist near the
rCL which is the brightest color of diffuse colors, even without selection of the di-
rection of projection.

Fig. 8(g) shows RGB color histograms along the line, AA′, in the image 8(a).
The portion at the dot circle in Fig. 8(g) corresponds to the neighborhood of the
highlight area in the image 8(a). Fig. 8(g) explains that all color channels are sat-
urated at the highlight region. Fig. 8(h) and Fig. 8(i) are RGB color histograms at
the same position as the line, AA′, with respect to Fig. 8(b) and Fig. 8(c).

Fig. 9 shows red channel histograms along the line, AA′, from Fig. 8(g),
Fig.8(h) and Fig.8(i). The result by the proposed method is more reasonable
since the value of modified highlight is similar to that of the neighborhood and
is brighter than the other portion.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 8. Comparison of one directional projection and CL-projection

5 Conclusions

The proposed method has several advantages. First, it is easy to find the high-
light region by using two images with two different exposure times. Second, the
threshold to find the highlight region, is clearly determined due to the reduction
ratio of intensity calculated from the two images. Third, although it is an im-
age with a special color distribution, the CL-projection is a simpler and better
method to remove the specular component without complicated selection of the
projection direction. The proposed method has also limitations. The method can
be applied to a region composed of only a single color near the highlight, or to
the region which has already been segmented according to color. At present, our
method is affected by noise when the color line is similar to bw. We attempt to
solve this problem by applying color density in our future work.
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Fig. 9. The histogram of the red channel along the line, AA′, corresponding to Fig.8(a),
Fig.8(b) and Fig.8(c)
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Abstract. Automated rendering technique in oriental painting style is demand-
ing in the entertainment industry such as game, animation since this makes their 
contents more unique. To simulate the oriental painting more vivid, intrinsic 
color expression is critical. Generally actual artists put 3 colors on the different 
part of the brush at the same time and they express the volume and diffusion ef-
fect with this brush using peculiar color pigments. However most existing 
works have only focused on black ink painting and they rarely discuss about 
how to simulate the effect of actual pigments and their layered application. This 
paper presents a novel algorithm which can express the volume and diffusion of 
3D objects using oriental color-ink model constructed from the real artists’ 
standpoint. This model consists of 3 layers according to different color tones. 
They are combined using Kubelka-Munk (KM) composition model where opti-
cal parameters are extracted from the real painting media. We implemented our 
model on a GPU and the results show real-time rendering performance in arbi-
trarily given 3D scenes.  

1   Introduction 

Non-photorealistic rendering researches have investigated aesthetic and stylized ele-
ment into computer graphics by simulating various artistic styles such as cartoon, 
watercolor, oil painting. In particular, automated rendering techniques in oriental 
painting style are demanding in the entertainment industry such as game, animation 
since they makes the contents more unique.  

Among several factors contributing oriental painting style, coloring method is very 
special. Generally traditional artists put 3 colors on the different parts of the brush at 
the same time and they express the tone and diffusion effect affected by correct orders 
and the way of compound application of these 3 colors. Moreover, the oriental color 
pigments have unique optical properties on account of using natural materials and 
their resulting form in solution. Most existing works, however, have only focused on 
the black ink diffusion and the representation of western color pigments. Therefore, 
their ink models and rendering frameworks are inappropriate for oriental color-ink 
style painting.  

This paper proposes an oriental color-ink model based rendering method which 
provides an automated way of rendering arbitrary 3D models in oriental style which is 
also suitable for real-time application such as games and virtual environments. In our 
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approach, we define a novel rendering framework that consists of 4 components for 
rendering arbitrary 3D models in oriental style : Color Composition, Volume & Color 
Diffusion expression, Silhouette expression and Depth & Paper expression. To simu-
late the rich oriental color, we focus on the following two main algorithms : 

First, for realistic Color Composition effect, we provide how we could simulate 
the optical effect of superimposed 3 color layers using Kubelka-Munk (KM) compo-
siting model by finding its coefficients from the true representation of real paint  
media. 

Secondly, we propose a color-ink model consisting of 3-layers according to the 
different color tones (Base, Mid and Vivid tone) from the real artists’ standpoints. To 
meet the requirements of the correct order and methods of applying color layers in 
oriental painting with KM composition colors, a new algorithm is suggested for ex-
pressing Volume & Diffusion using this 3-layered color model.             

We implemented our oriental color-ink model based framework on a GPU, and 
we finally show the achievement of real-time rendering results where we can render a 
212,452 faces at 21.7 fps on a 3.2Ghz, Intel 4P CPU with NVIDIA GeForce 6800 
GPU.  

2   Related Works  

We will discuss some previous works related to oriental color ink rendering on two 
topics, which are 3D oriental black ink painting and color representation. 

2.1   3D Model Based Oriental Black Ink Rendering 

The importance of colors in oriental painting is no less than black ink effects but most 
previous researches in this area focused on black ink painting. Kang suggested a real 
time 3D oriental black ink painting using a hardware accelerated rendering algo-
rithm[1]. They represent 5 features of oriental painting as tone, diffusion, brush 
stroke, depth and paper. Zhang presented diffusion effect for 3D model using a simple 
behavioral model of ink[2]. It is based on a cellular automaton computation but they 
can not achieve real-time rendering and their experiment use only tree models so they 
have limitations to express whole features of oriental painting. 

Way presented a methods to automatically draw trees in Chinese ink painting style 
from 3D polygon models[3]. They define outline rendering and texture generation for 
oriental painting but they only generate the textures for various trees so they also have 
limitations. To provide an automated way of rendering 3D models in oriental color 
ink style, we need to define the novel rendering framework that construct the whole 
process for oriental color ink painting that focus on the color expressions. 

2.2   Color Composition Model 

Recently, most NPR researches which express the color composition use the Kubelka-
Munk(KM) model to compute a color mixtures of pigments since this model can 
display the color of the mixed pigments realistically. Curtis used KM model for opti-
cally compositing thin glazes of paint in their watercolor simulation[4]. Baxter also 
used this model in interactive painting system for oils or acrylics styles[5].  
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But these works were focused on the representation of western color pigments. Lin 
simulate the oriental color ink diffusion effects based on the flows of water, ink, and 
pigment on paper, it didn’t consider the unique factors of oriental pigments[6]. Since 
these researches can not reflect the optical parameters of oriental pigment and color 
composition method, we need to found the KM coefficients and the composition 
method which is suitable for oriental painting. 

3   Artist’s Real Process of Oriental Color-Ink Painting  

To render arbitrary 3D models in oriental color ink style automatically, it is important 
to study the characteristics that make oriental painting so unique. In the rest of this 
section, we’ll review some of the most important characteristic expressions of oriental 
color ink painting from the artists’ standpoint [7,8]. Fig.1 shows the general steps of 
the real oriental color-ink painting. 

 

 

 

 

(a) Silhouette Expression   (b) Volume Expression  (c) Color Diffusion Expression 

Fig. 1. Real oriental color-ink painting process 

Silhouette Expression. The silhouette expression of the oriental painting explains the 
object shape and the painter’s emotion according to the strength and weakness of 
stroke. 

Volume Expression. In the traditional oriental color painting, artists put 3 colors on 
the different part of the brush at the same time and they express the volume and diffu-
sion expression with this brush. These colors are applied to objects in the order from 
dark to light tone. Also they are painted from the center of object to outside in the 
oriental painting and there’s some blank area very close to the outside This empty 
area is one of the unique factors in oriental style. Since such a coloring method is 
different from western painting, it is required to develop a novel Volume expression 
algorithm. 

Color Diffusion Expression. This is the irregular spreading effect that reveals the 
color ink diffusion over the oriental paper which is composed of fibers in random 
position and direction. In particular, the color diffusion effect also occurs among the 
adjacent color tone layers.  

4   3D Rendering Framework Using Oriental Color-Ink Model 

Based on the observation on real artist’s painting process in the previous section, we 
define the oriental color-ink model as consisting of 3 color layers : Base, Mid and 
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Vivid . According to this color-ink model, we propose the novel rendering algorithm 
automatically generating oriental painting style for arbitrary 3D models. Using this 
framework, users can easily create the oriental scene by just giving 3D input models 
and choosing 3 colors for each object. Fig. 2 shows the overview of our framework 
and Fig. 3 shows our color-ink model. We’ll explain the main components in the 
following two subsections. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Overview of rendering framework using oriental color-ink model 

4.1   Oriental Color Composition Using Kubelka-Munk(KM) Model 

We use the KM compositing model for simulating the optical effect of superimposed 
3-color layers and creating realistic Color Composition that reflects the characteristics 
of traditional oriental pigments. The KM model is a two-flux radiative transfer ap-
proach which has been suitable for describing reflectance properties of light scattering 
and absorbing materials. In particular, this model can display the color of mixed pig-
ments realistically [9,10]. Fig.4 shows the steps in our color composition using KM 
model and the description of these steps will follow. 

 

 
Fig. 3. Color-ink model and KM composition 

Volume & Color Diffusion expression

Silhouette expression

Depth &Paper expression

Oriental Color Composition using KM

Input: 3D Model 

Output: Oriental Color-Ink Rendering 

Input: 3 Colors 
(Base,Mid,Vivid) 
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Fig. 4. Steps in Color Composition using KM model 

Image-Based Acquisition of the Oriental Pigment Coefficients. Oriental pigment 
has unique colors on account of using natural materials and solutions. But in previous 
works using KM theory have only focused on the representation of western color 
pigments. In our method, we use the image-based acquisition method to reflect the 
optical parameters of oriental pigments to our KM model. In typical applications of 
KM theory, each pigment is assigned a set of absorption coefficients K and scattering 
coefficients S. Curtis proposed an interactive method to determine these coefficients 
choosing two RGB colors of the pigment over both a white and a black background 
[4].  In our application, we gain S & K from a true representation of real painting 
media. We create thick and flat samples of standard natural pigments that use com-
mon to artists. Our sample is painted on the Han-ji(oriental paper) as a white back-
ground and we used black ink as a black background like Fig.5. From these experi-
mental set-up, we can acquire two colors, RGBw and RGBb respectively, then the K 
and S values can be computed by the equation (1) and (2). 

 

 

Fig. 5. Real oriental color pigment samples 
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Overall Reflectance Computation Using 3-Color Layers.  Given S and K for the 
pigmented 3 layers of given thickness x, the KM model allows us to compute reflec-
tance R and transmittance T through the each layer by the equation (3). We can then 
determine the overall reflectance of two abutting layers with R1, R2 and T1, T2 re-
spectively by the equation (4). We assume that user can select a desired thickness for 
each color layer.  
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In oriental color-ink model, we have two pairs of adjacent pigmented color layers : 
Vivid-Mid and Mid-Base. So we need to compute two overall reflectances, Vivid-
Mid_R and MidBase_R. To render final pixel color, we use the 3-KM reflectance 
values like Fig.3. We use the Base layer’s R value as it is because it does not have a 
pigment composition.  

cbSxR /sinh= , cbT /=   

where, bSxbbSxac coshsinh +=   
(3) 

21

2
2

1
1 1 RR

RT
ROverallR

−
+=  (4) 

4.2   Volume and Color Diffusion Expression   

First, to represent the Volume expression using 3-KM  reflectance colors, we compute 
the desired tonelevel of each vertex using the equation (5). According to this value, 
we can decide the 4-tone levels for the KM reflectance colors from 
dark(VividMid_R) to light tone(Blank) like Fig.6. These colors are applied in the 
order from the center of object to the outside(silhouette) area  following the real ori-
ental volume expression which emphasize the center of the object as we described in 
the previous section.  

)0,max( lnleveltone
rr •=  (5) 

 

 

Fig. 6. Generation of tonelevles 

Then to render final pixel color, we set the tonelevels from 0 to 4 and interpolate 
each pixel colors with this value. For example, if the tonelevel is 2.8, the final pixel 
color is decided from the following code. (We use the papercolor for the blank area 
close to the silhouette.) 

 
Final_Pixel_Color = Vivid_Mid_R * 0.8 + Mid_Base_R * 

0.2; 
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Second, to simulate the Color Diffusion expression, we use the predefined diffusion 
valuemap that represent an irregular spreading pattern (that reveals the color ink dif-
fusion in the oriental paper). This map is pre-rendered by Perlin noise function(like 
Fig.7 left). Otherwise, we also use the real ink-diffusion image (like Fig.7 right). At 
runtime, we create the color diffusion expression by blending the final pixel color 
using the diffusion valuemap as their blending rates. We can express the various 
styles using these predefined diffusion valuemaps.  

 

 

 

 

 

Fig. 7. Diffusion valuemap samples 

5   GPU Implementation and Experimental Results 

We achieve real-time rendering performance using GPU based implementation to cal-
culate all the processes of our  rendering  algorithm. Proposed  method  is  implemented 

Table 1. Frame rates and sizes of representative models 

Model # of Faces FPS 

Game Character 10,027 69.1 

Flower 11,175 71.1 

Korean Temple 152,452 21.7 

 

 

Fig. 8. Implementation architecture of oriental color-ink rendering  
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   (a) 3D mesh model 

 
 

(b) Pass 1    (c) Pass 2          (d) Pass 3 

Fig. 9. Oriental color-ink  rendering process  

using OpenGL and GLSL and we have tested on a 3.2Ghz, Intel 4P CPU with 
NVIDIA GeForce 6800 GPU. Our frame rates for various models are reported in 
Table1.  Our rendering framework on the GPU follows the stages of Fig. 8 and our 
pipeline has four GPU rendering passes.  

First, when user selects the 3-Colors and each thickness through the application, 
the fragment shader of pass 1 computes the KM values. Secondly, by importing a 3D 
input model, the vertex shader of pass 2 computes the tonelevel of each vertex, then 
the fragment shader (of pass 2) blends the multiple diffusion textures and composites 
the oriental KM color.  

 

(a) Diffusion value map               (b) Purple flower                            (c) Detail image 

Fig. 10. Purple tone flower with minute diffusion texture 
 
Then rendering result of pass 2 transforms into view projection space and we use 

this image as a reference for pass 3 via render-to-texture extension. In the pass 3, 
we use the adjusted Sobel mask for stylized silhouette expression.  
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 In the pass 4, exponential fogging is used for atmospheric depth effect. Since re-
cent graphics hardware has advantages about the per-pixel computation, most of our 
algorithms are implemented by the fragment shader. 
 

(a) Diffusion value map         (b) Orange flower                                   (c) Detail image 

Fig. 11. Orange tone flower with smooth brush diffusion texture  

 

 

 

 
 

 

 

 

 
 
 
 
 

Fig. 12. Three example frames selected from the orientally stylized game character scene 

Fig.9 ~ Fig.13 show some of the experimental results using our oriental color-ink 
rendering algorithm. Fig.9 (a) shows the 3D input model and (b)~(c) show the render-
ing result of each rendering pass, (b) shows the KM color compositing result after 
tone & diffusion effect, (c) shows our silhouette rendering result and (d) shows the 
final result after the depth & paper effect. 
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In the Fig.10 and Fig.11, we observe two different color tone variation and differ-
ent diffusion texture style. For the Fig.10, we use the 3 purple-tone colors for KM 
compositing and apply minute diffusion texture. In the case of Fig.11, we use the 3 
orange-tone colors and apply more smooth brush diffusion texture.  

Fig.12 shows our rendering result for a scene consisting of a 3D game character 
with a 3D temple model in front of the 2D background image, so that we can see how 
orientally stylized scene looks like in 3D games or in VR contents. Fig.13 shows three 
example frames selected from continuous navigation, so that we can observe our 
frame coherence in real time. 

Fig. 13. Three example frames selected from continuous navigation, rendered in oriental style 

6   Conclusions and Further Remarks 

Our method proposed an automated way of rendering arbitrary 3D models in oriental 
color ink painting style. We propose a color-ink model consisting of 3-layers accord-
ing to the different color tones from the real artists’ standpoint. For realistic Color 
Composition effect, we provide how we could simulate the optical effect of superim-
posed 3 color layers using KM model by finding its coefficients from the true repre-
sentation of real paint media. 

Our novel framework of realtime GPU based oriental painting is different from 
other existing works in the aspect that this can automatically render 3D models in 
real-time and our color-ink model is established by reflecting the properties of real 
pigments and their way of blending. Since this framework is applied to 3D scene that 
can interactively changes, it is also suitable for real-time application such as anima-
tions, games, virtual environments.  

As our future work, we can further extend color diffusion expression model using 
physically based simplified simulation in real time instead of using just a pre-
computed diffusion textures.  
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Abstract. This paper proposes an adjusted-Q digital graphic equalizer employ-
ing the opposite filters. A method for designing the proposed equalizer is also 
presented. In the proposed adjusted–Q equalizer, we adjust the Q-factor of the 
equalizer filter depending on the gain, yielding an improved equalizer perform-
ance. Also, by increasing the Q-factor of the opposite filters gracefully with in-
creasing gain, the inter-band interference can be reduced effectively in all fre-
quency range in consideration. We shall show that the proposed equalizer can 
reproduce the user’s gain setting faithfully. 

1   Introduction 

Audio signals may be degraded due to reverberation and filtering process in a listen-
ing environment. In this case, subjectively unclear sound may be experienced as some 
frequency components of the audio signal are attenuated while others are augmented. 
In order to compensate for the deformation in the frequency domain and to reproduce 
a sound closer to the original, equalizers [1-4] have been widely employed. The 
equalizer are also be used to modify the frequency spectrum of input audio depending 
on the user preferences including the user preferred genre (e.g., pop, classic, etc), or 
user characteristics [5].  

Generally, a graphic equalizer is used as part of an audio system because of its 
simple structure. In the graphic equalizer, the full audio band is divided into several 
predefined sub-bands, where each sub-band is separately processed by the corre-
sponding equalizer filter.  The equalizer filter is a band-pass filter, typically imple-
mented by the 2nd order infinite impulse response (IIR) filter. It is completely charac-
terized by the three parameters; center frequency, Q-factor, and gain. Note that the Q-
factor is inversely proportional to the bandwidth. 

The graphic equalizer is constructed by cascading as many equalizer filters as the 
number of the predefined sub-bands. Each equalizer filter aims to modify the gain of 
the corresponding sub-band to the user-defined value. However, it leaves a remark-
able trail to the neighboring bands because the frequency response of the equalizer 
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filter is not stiff enough. This makes it difficult to achieve the overall response of the 
graphic equalizer closer to the user setting. In particular, when it is implemented with 
analog components, the skirt of the filter gets lifted up as the gain decreases, because 
the Q-factor also decreases in this case. So, the influence becomes larger as the gain 
decreases. As a solution to this problem, Bohn [2] proposed a constant-Q equalizer, in 
which the Q-factor was maintained constant over a wide range of gain values. But the 
improvement is limited since there still remain significant interferences between 
neighboring sub-bands.  

Recently, Azizi [1] proposed the notion of the opposite filters to alleviate the inter-
band interferences in an effective manner. In his approach, the effects of the equalizer 
filter for a given band to the neighboring bands are analyzed. Then, the opposite fil-
ters are additionally installed at the neighboring bands to compensate the effects by 
setting the gains of the opposite filters to the measured amount of interference. It is 
reported that the Azizi’s approach has yielded a significant improvement. Neverthe-
less, his approach shows a discrepancy between the user setting and the actual re-
sponse of the graphic equalizer, especially when delicate user settings are applied.  

In this paper, we present an adjusted-Q graphic equalizer, in which each filter em-
ploys different Q-factors depending on the gain value and sub-band index. In [5], 
different Q-factors are applied to each equalizer filters depending on the sub-band 
index. Specifically, the equalizer filters which causes great interferences to neighbor-
ing sub-bands take larger Q-factors, while the filters otherwise take smaller Q-factors.  
In this way, the interferences are maintained below a certain level. But, it is important 
to note that the Q-factor should be adjusted depending on the gain value in addition to 
the sub-band index to achieve a faithful equalizer.  

In what follows, after reviewing the conventional graphic equalizers in section 2, 
we describe the adjusted-Q graphic equalizer in section 3. Specifically, the adjusted-Q 
equalizer employing opposite filters is addressed, and an algorithm to design the pro-
posed equalizer is described. In section 4, we give our simulation results with discus-
sions. Finally, conclusions are given in section 5. 

2   Graphic Equalizer 

2.1   Equalizer Filter 

A 2nd order continuous-time equalizer filter is given by  

( )

( )

21 2

21 2

2
1 2

( )
2

1 2

c
c

c
c

F G
s F s

Q
H s

F
s F s

QG

π
π

π π

+
− −

− −
−

+ +
=

+ +
, (1) 

where cF and Q are the center frequency and Q-factor, respectively. In order to make 

the frequency response symmetric with respect to the gain, the gain is denoted by two 
parameters G+  and G− . When the gain G  is of positive value, G G+ =  and 1G− = . 
On the other hand, when the gain is of negative value,  1G+ =  and G G− = . In order 
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to convert the continuous-time filter into the discrete-time counterpart, we can resort 
to the bilinear transform [1, 6], given by 
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where sF  denotes the sampling frequency in Hz. Accordingly, the discrete-time coun-
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where the six different filter coefficients are given as follows 
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In (4), T is denoted as  
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Fig. 1 shows the magnitude response of an equalizer filter expressed in (3) and il-
lustrates the relationship between the center frequency, the bandwidth, and the Q-
factor. Here, the gain is set to 12 dB and -12 dB in Fig. 1(a) and (b), respectively. In 
Fig. 1(c) and (d), the frequency responses are demonstrated when the Q-factor is set 
to 1.4 but the gains are varied in the range from -10 dB to 10 dB in a 2 dB step. When 
the center frequency is set to 1 KHz, as shown in Fig. 1(c), center-symmetric re-
sponses are observed. On the other hand, as shown in Fig. 1(d), the magnitude re-
sponses at the center frequency of 16 KHz are observed to be deformed toward the 
sampling frequency. This deformation is caused by the bilinear transform and may 
give an undesirable effect to the overall equalizer behavior. But, one can alleviate this 
deformation by increasing the sampling frequency. 

2.2   Opposite Filters 

The digital graphic equalizer can be formed by cascading k equalizer filters, each of 
which serves for the respective sub-band. Specifically, one equalizer filter is respon-
sible for making the corresponding sub-band attenuated or augmented by the amount 
set by the user. At the same time, unfortunately, the neighboring sub-bands also suffer 
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from considerable amount of undesired gain alteration, because the equalizer filter has 
a relatively long skirt extending to the neighboring sub-bands. Such an undesirable 
impact of a given equalizer filter on the neighboring sub-bands is called the inter-band 
interference. Due to the inter-band interference, the actual magnitude response is 
yielded as sum of both the nominal gain set by the user and the effects coming from 
the neighboring bands. So, the user’s setting may not be faithfully reproduced using 
such an equalizer. 

 

Fig. 1. Frequency responses of the equalizer filters 

 

Fig. 2. Frequency responses illustrating inter-band interference; (a) without opposite filters; (b) 
with opposite filters; (c) sub-band 2 only. 

Recently, Azizi [1] proposed the notion of opposite filters to alleviate the afore-
mentioned inter-band interference. Fig. 2 illustrates the advantage of employing the 
opposite filters. In Fig. 2, the frequency response of a five-band equalizer is shown 

(b) (c)(a)  

(a) positive gain (b) negative gain 

(c) centered at 1 KHz (d) centered at 16 KHz 
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when the gains are set to 0, 12, 12, 0, and 0 dB from the lowest sub-band. The thin 
lines denote the frequency responses of the individual equalizer filters, while the thick 
line denotes the overall response. The frequency response without opposite filters, as 
shown in Fig. 2(a), reveals actual gains higher than the nominal gains of 12 dB at the 
second and third sub-bands due to the inter-band interference. When the opposite 
filters are employed, however, as shown in Fig. 2(b), the frequency response is ob-
served to be very close to the nominal gains. The contribution of the opposite filters is 
well demonstrated in Fig. 2(c). Fig. 2(c) shows the magnitude responses of the equal-
izer filter for the second sub-band and its two associated filters called opposite filters. 
The equalizer filter maintains non-zero gain values at the center frequencies of the 
neighboring sub-bands, i.e., sub-band 1 and sub-band 3 in Fig. 2(c). Azizi placed the 
two opposite filters, which were centered at these two frequency locations but have 
the gains equal to those of the equalizer filter at these locations. Hence, the actual 
gains at the center frequencies of the neighboring sub-bands would be effectively 
cancelled out to zero. Azizi also set the Q-factors of the opposite filters to the values 
equal to the squared Q-factor of the equalizer filter. The Azizi’s approach employing 
the opposite filters is disadvantageous in that there may be relatively large ripples 
observed where the gains are set to identical values. Furthermore, his approach shows 
a discrepancy between the user setting and the actual response of the graphic equal-
izer, especially when delicate user settings are applied.  

3   Proposed Equalizer 

In this section, the proposed adjusted-Q equalizer is described, by which the user’s 
gain setting can be faithfully reproduced. In section 3.1, the adjusted-Q equalizer is 
presented. Then, in section 3.2, the adjusted-Q equalizers employing the opposite 
filters are introduced. 

3.1   Adjusted-Q Equalizer 

Let us consider an N-band graphic equalizer, which is composed of N equalizer filters 
with center frequencies 1 2, , , Nf f fL . The kth equalizer filter is responsible for the kth 

sub-band, and is completely characterized by the center frequency kf , the gain kG  at 

the center frequency, and the Q-factor kQ . Among the three parameters, the center 

frequency is a constant in the graphic equalizer, and the gain is given by the user. So, in 
the proposed adjusted-Q equalizer, we try to adjust the Q-factor of each equalizer filter 
so that the actual response of the equalizer is very close to the user’s gain setting.  

Starting with the definition of the performance measure, let us describe the pro-
posed equalizer in details. In our approach, the performance of the equalizer is meas-
ured in terms of the Euclidean distance 2E  between the desired magnitude response 

( )D f  set by the user and the actual magnitude response ( )P f , defined as 

( )
1

2

2 ( ) ( )
Nf

f
E P f D f df= − . (6) 
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Note that the actual magnitude response ( )P f  of the graphic equalizer is obtained 

by product of the magnitude responses of the individual equalizer filters given by (3). 
In (6), the interval of the integration is confined within the range between the first and 
last center frequencies, since the outside of the range is considered to show a transient 
behavior.  It should be noted that the desired response is generally given as a series of 
gain values at the N center frequencies. So, we can not compare the actual response 
with the desired response at all locations within the frequency range in consideration, 
since the desired response is not fully specified.  

In our approach, it is assumed that the desired gain value is denoted as one of M 
values, 1 2, , , Mp p pL . If we set all the gain values to the same value, the desired 

magnitude response will be ( ) iD f p=  for all frequencies within the range. This gain 

setting is advantageous in that we can compute directly the Euclidean distance of (6) 
and the inter-band interference will be well demonstrated. 

Then, assuming that the desired gain is set to ip  for all frequencies, the optimal Q-

factor that minimizes the Euclidean distance of (6) can be found by 

( )
1

2
arg min ( , )

Nf

i ifq S
Q P f q p df

∈
= − , (7) 

where S  is a set of admissible Q-factors, which is in the range between 0 and 3 in a 
step of 0.01 in our approach. Here, it is noted that the Q-factor iQ  is a function only 

of the gain ip , not of the center frequency kf . Hence, the equalizer filters with the 

same gain have the identical Q-factor without respect to their center frequencies. It is 
observed, however, that we cannot design the equalizer filters for the two highest sub-
bands together with the other filters, because the wrapping effect due to the bilinear 
transform becomes severe as shown in Fig. 1(d). Practically, we design simultane-
ously the (N-2) lowest equalizer filters for a given gain using (6). Then, the two high-
est equalizer filters are designed separately. Repeating this process for all M gain 
values, a complete set of the equalizer filters can be constructed. Now, we can per-
form the task of the equalizer using equalizer filters chosen properly in the set accord-
ing to the user’s gain setting. 

3.2   Adjusted-Q Equalizer Employing the Opposite Filters 

The adjusted-Q equalizer employing the opposite filters is composed of equalizer 
filters together with their associated opposite filters. Since the equalizer filter in (3) 
shows symmetric magnitude response as shown in Fig. 1, the two associated opposite 
filters have the same gain and Q-factor. In our approach, the gain of the equalizer 
filter follows the user’s setting. On the other hand, the gain of the opposite filter will 
be set to the magnitude of the corresponding equalizer filter at the frequency location 
where the opposite filter is centered. Here, we try to find the proper Q-factors of both 
the equalizer filter and their associated opposite filters. In order to lead to a simplified 
design, similar to the description in the section 3.1, we assume that all the gains of the 
equalizer filters are set to the same value.  Then, for a given gain value ip , the opti-

mal Q-factors iQ  of the equalizer filter and iQ′  of the opposite filter can be found by 

solving the problem, given by  
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{ } ( )
1

2

, 
, arg min ( , , )

Nf

i i ifq q S
Q Q P f q q p df

′∈
′ ′= − . (8) 

In this paper, we design a set of the equalizer filters by performing the following 
procedure repeatedly for all M gain values. Firstly, for initialization, we try to find the 
proper Q-factor iQ  of the equalizer filters after setting 0iQ′ = . This process is equiva-

lent to the one for the equalizer without opposite filters described in section 3.1. Sec-
ondly, we try to find the proper Q-factor iQ′  that can minimize the Euclidean distance 

of (6) while we leave iQ  unchanged. Thirdly, we try to find the proper Q-factor iQ  

while we leave iQ′  unchanged. The last two steps are repeated until the performance 

measure will not be reduced any longer.  
Now, it is worthy of noting that the performance of the equalizer depends on the 

configuration of the center frequencies of the equalizer filters. In this paper, we con-
sider 3 configurations of the center frequencies, as presented in Table 1. In Table 1, 
the configuration 1 represents the usual layout of the center frequencies, which are 
apart by one octave from their neighbors around 1 KHz. In the configuration 2, the 
full audio band from 20 Hz to 20 KHz is partitioned into 10 equal-sized sub-bands in 
log scale. While the frequency corrections are made in the configuration 2, the center 
frequencies are left uncorrected after frequency wrapping by the bilinear transform in 
the configuration 3. So, it is observed that the higher sub-bands are shifted to lower 
frequency region.  

 

 

Table 2 shows an example of the Q-factors of the adjusted-Q equalizer employing 
the opposite filters, when it is designed using the above procedure. The results on the 
three different configurations are included in Table 2. Unlike the constant-Q equal-
izer, the proposed equalizer consists of the equalizer filters having the different Q-
factors depending on the gain value. As shown in Table 2, the Q-factor Q  of the 

equalizer filter becomes larger as the gain increases. Such an adjustment of Q-factor 
helps to reduce the inter-band interference, which grows more severe with increasing 
gain. For the associated opposite filters, the Q-factor Q′  also becomes larger as the 

gain increases, but the increasing rate is relatively slow. The overvalued magnitude 
response at the neighboring center frequencies are cancelled out by setting the gain of 
the opposite filter equal to the value of the magnitude response of the equalizer filter 
at that frequency location. On the other hand, at the other frequency locations apart  

Table 1.Three configurations of center frequencies in 10-band equalizer (unit: Hz)

sub-band con-
figuration

1 2 3 4 5 6 7 8 9 10

configuration 1 31 63 125 250 500 1000 2000 4000 8000 16000
configuration 2 28 56 112 224 447 893 1782 3556 7096 14158
configuration 3 28 56 112 224 447 892 1774 3494 6643 11419
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from the center frequencies, we can reduce the overvalued magnitude response by 
adjusting the Q-factor of the opposite filter. In this respect, one can obtain more faith-
ful response by adjusting both the Q-factor of the equalizer filter and that of its asso-
ciated opposite filters. Note that the opposite filter in the Azizi’s approach [1] has the 
Q-factor equal to the squared Q-factor of the equalizer filter. The performance of the 
proposed equalizer will be examined in the next section.   

 

 

4   Simulation Results 

In this section, the performance of the proposed adjusted-Q equalizer is compared 
with those of the conventional equalizers through the MATLAB simulations. In our 
experiments, audio signals are sampled at 48 KHz and 10-band equalizers are exam-
ined, while one can easily apply our approach to other equalizers.  

Firstly, Fig. 3 shows the magnitude responses of the constant-Q equalizers when 
the configuration 1 in Table 1 is employed. The gains are identically assigned to all 
equalizer filters and varied from -10 dB to 10 dB in a 2 dB step. Also, as the name 
implies, all the Q-factors of the equalizer filters have the constant value of 1.4. As 
shown in Fig 3(a), the constant-Q equalizer without opposite filters reveals the actual 
magnitude response two or more times higher than the desired gain setting. This poor 
performance results mainly from the inter-band interference. On the other hand, as 
shown in Fig. 3(b) the equalizer with opposite filters provides the magnitude response 

Table 2.  Example of Q-factors for the adjusted-Q equalizers employing the opposite filters 

configuration 1 Configuration 2 configuration 3 configuration 

gain (dB) 
Q Q' Q Q' Q Q' 

12 1.69 1.83 1.85 1.89 2.42 2.24 

11 1.59 1.79 1.75 1.85 2.30 2.21 

10 1.50 1.75 1.64 1.81 2.18 2.18 

9 1.41 1.71 1.55 1.77 2.08 2.17 

8 1.33 1.67 1.47 1.75 1.98 2.15 

7 1.25 1.63 1.38 1.70 1.89 2.15 

6 1.18 1.60 1.31 1.67 1.77 2.09 

5 1.11 1.56 1.23 1.63 1.68 2.07 

4 1.05 1.53 1.16 1.60 1.59 2.05 

3 0.99 1.50 1.10 1.58 1.50 2.02 

2 0.92 1.45 1.03 1.54 1.42 2.00 

1 0.88 1.45 0.97 1.51 1.33 1.95 
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close to the desired gain setting. So, we can see that the notion of the opposite filter is 
very effective in alleviating the inter-band interference. But, we can also observe its 
shortcoming in Fig. 3(b) that ripples are present when the desired gains are set rela-
tively high. Note that the Q-factor of the opposite filter is also set to the constant of 
1.42, as was used by Azizi [1]. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Magnitude responses of 10-band constant-Q equalizer; (a) without opposite filter 
(Q=1.4); (b) with opposite filters (Q=1.4) 

Next, the performance of the proposed equalizer is demonstrated in Fig. 4. In Fig. 
4(a), we provide the magnitude response of the adjusted-Q equalizer without opposite 
filters, where the configuration 1 is adopted for the layout of the center frequencies 
and the set of equalizer filters are designed using the procedure described in section 
3.1. Fig 4(a) demonstrates well the advantage of the proposed adjusted-Q equalizer. 
As compared with Fig. 3(a), the adjusted-Q equalizer in Fig. 4(a) reduces significantly 
the inter-band interference, limiting the magnitude response within about 1.5 times 
the desired gain setting. But, it shows more pronounced ripples. Fig. 4 (b), (c), and (d) 
show the magnitude responses of the adjusted-Q equalizers employing the opposite 
filters, when the configurations 1, 2, and 3 are used, respectively. Here, the corre-
sponding set of the equalizer filters shown in Table 2 is used for each configuration. 
As shown in Fig. 4 (b)-(d), the adjusted-Q equalizer employing the opposite filters 
yields much improved performance, as compared with the other equalizers. Like the 
constant-Q equalizer employing the opposite filters, the overvalued magnitude re-
sponse is not observed in Fig. (b)-(d). But, the size of ripples is greatly reduced by the 
proposed equalizer. This good performance comes from the fact that the inter-band 
interference is significantly alleviated by employing the opposite filters, especially at 
the frequency locations where the equalizer filters are centered. Furthermore, by ad-
justing the Q-factors of both the equalizer filter and the opposite filters, we can 
achieve a much smooth curve, which is observed nearly flat at all frequency range in 
consideration.  

Here, it should be noted that the frequency wrapping due to the bilinear transform 
causes some degradations in the equalizer performance. Specifically, Fig. 4(d) uses 
the configuration 3 in Table 1, in which the wrapped center frequencies of the equal-
izer filters are left uncorrected and are shrunk toward the low frequency. On the other 

(a) (b) 
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hand, Fig. 4 (b) and (c) use the configuration 1 and 2, respectively, in which the 
wrapped center frequencies are corrected to maintain the intended frequencies even 
after the bilinear transform. As shown in Fig. 4(d), the proposed equalizer using the 
configuration 3 provides the better performance than those using the other configura-
tions. Here, no significant ripples are observed while the magnitude response is nearly 
identical to the desired gain setting. Hence, it is recommended that the center frequen-
cies of the equalizer filters are left unchanged after the bilinear transform in the appli-
cations where the exact layout of the center frequencies is not required.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Magnitude response of 10-band adjusted-Q equalizers; (a) without opposite filter (con-
figuration 1); (b) with opposite filters (configuration 1); (c) with opposite filters (configuration 
2); (d) with opposite filters (configuration 3) 

Lastly, in order to examine the performance in actual applications, the performance 
of the adjusted-Q equalizer with the opposite filters is compared, using a realistic gain 
setting, with those of the constant-Q equalizers with and without opposite filters, and 
the adjusted-Q equalizer without opposite filters. All the 4 equalizers have the same 
center frequency layout of the configuration 3. And the desired gains are set to 2, -12, 
8, 4, -10, 6, 10, -4, -4, and 0 dB, starting with the lowest sub-band.  The results are 
shown in Fig. 5, where the thin lines indicate the magnitude responses of the individ-
ual equalizer filters and the thick lines denote the overall equalizer responses. As is 
expected, the constant-Q equalizer does not respond to sharp differences in gain be-
tween neighboring sub-bands. However, both the constant-Q equalizer with opposite 

(a) (b) 

(c) (d) 
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filters and the adjusted-Q equalizer without opposite filters show quite an improved 
performance. Among the 4 equalizers, the proposed adjusted-Q equalizer employing 
opposite filters demonstrates the magnitude response nearly identical to the desired 
gain setting. It is observed in Fig. 5(d) that the proposed equalizer can reproduce 
faithfully even the small detailed gain values as well as the abrupt differences in gain 
between neighboring sub-bands. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Performance comparison between the 4 different equalizers; (a) constant-Q 
equalizer without opposite filter (Q=1.4); (b) constant-Q with opposite filters (Q=1.4, 
Q’=1.42); (c) adjusted-Q without opposite filter; (d) adjusted-Q with opposite filters 

5   Conclusions 

In this paper, we presented the adjusted-Q equalizer, in which the Q-factor of the 
equalizer filter was adjusted depending on the gain value. By incorporating it with 
the notion of the opposite filters, we also proposed the adjusted-Q equalizer em-
ploying the opposite filters. The algorithm for designing the proposed equalizer was 
described. The proposed equalizer was designed with all the gain settings to an 
identical value, so that the inter-band interference was effectively alleviated in all 
frequency range in consideration. As a result, it was demonstrated in simulations 
that the proposed adjusted-Q equalizer employing the opposite filers could repro-
duce the user’s gain settings faithfully even if there existed sharp differences in 

(c) 

(a) (b) 

(d) 
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user’s gain settings between neighboring sub-bands. Hence, the proposed equalizer 
can be effectively applied to audio systems to respond faithfully the user’s prefer-
ence and characteristics. 
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Abstract. This paper focuses on a new and intuitive method for transferring and
modifying human skin color based on statistical and photometric clues between
two photographs. We construct skin color transfer model for both photographs
by clustering pixels along the direction of principal vector as a result of least
square fitting. Color and texture features of source skin is transferred to that of
target skin by changing Gaussian distribution of each pair of the matched clusters.
Discarding or selecting the clusters including specular component also enables
to generate various tones of skin color. Interactive tuning of each color cluster
adds various effects like weakening the color of flush and exaggerating the traits
of face with make-up. We demonstrate realistic skin color transfer results im-
proved from previous works and intuitive handling of skin colors by the skin color
transfer model.

1 Introduction

”Color transfer” has been investigated recently to modify the color of a picture (called
target image) using the color distribution of another image (called source image), and a
small number of methods have been proposed for general objects and scenes [1]. Most
of the existing methods are developed for changing color tone of an entire image rather
than modifying the color of a specific object region of interest. In this paper, we focus
on the transfer of human facial colors.

Applications of facial color transfer include photograph retouching and image mat-
ting. Let us consider the case that we have a photograph of a face (target) and like to
make its skin colors look like those in another photograph (source). We may often find
it very difficult to modify the source color distribution to match the target distribution
manually using image manipulating software such as Adobe PhotoshopTMand GIMP.
This is because the source and the target color distributions cannot be made similar
simply by adjusting color parameters such as RGB or hue, saturation and intensity. The
existing color transfer algorithms developed for images with general scenes may not be
able to convey the subtle nuance of the target color tones to the source image.

The approach by Reinhard et al. is one of the first in image color transfer [1]. It
transfers colors using statistical parameters such as the ratio of standard deviations of
the source and target images in the lαβ space. Welsh et al. developed a method for
coloring gray images from target color image [2]. These approaches do not focus on

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 993–1003, 2005.
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(a) Source (b) Target (c) Transferred Result (d) Edited Result

Fig. 1. Demonstration of a result using skin color transfer and synthesis system

specific object regions but deal with the scene colors of general images. Recently, Levin
et al. show interactive coloring of images including multiple textures [3]. They use user-
specified lines for initializing regions for segmentation and apply a tracking algorithm
to transfer automatically colors onto the next frame.

Other approaches to the transfer of image attributes include texture transfer. Efros et
al. presented a simple bit effective method for synthesizing a new texture image from a
small texture element [4][5]. This was achieved by transferring a texture element repeat-
edly in a seamless manner. The ”image analogy” method was developed by Hertzmann
et al. for transforming image texture using example transformations of other images
[6]. The approaches mentioned above are effective for highly varying image textures,
but not for gradually shaded regions such as those of human skins.

There have been a few reflectance models for complex human skins. The translu-
cent nature of skin layers was modelled as subsurface scattering by Hanrahan et al.
and Jensen et al., but its impact on color appearance has not been investigated [7][8].
Image-based rendering technique is also used to generate realistic skin texture [9][10].
A more biologically oriented approach was given in [11]. In this work, the structure
of skin is interpreted as two (melanin and hemoglobin) or three (epidermis, dermis,
sub-cutaneous fat) distinctive layers. With this model, Tsumura et al. proposed a layer
decomposition method based on the ICA of skin colors [12]. They also presented an
approach to color decomposition and synthesis using a linear combination of melanin
and hemoglobin pigments [13].

In this paper, we present an interactive color transfer method which is developed
specifically for human facial color based on the analysis of skin color distribution in a
color space. The presented method utilizes the elongated nature of color clusters from
human skins, and determines the statistical parameters for transfer along the major color
axes. Furthermore, it lets the human operator interactively adjust the contribution of
specular portion in the image irradiance to create varying degrees of shininess and visual
impressions of skin surface. We do not explicitly use the multi-layer models for color
analysis. Instead, we focus on the specular and diffuse components of surface reflections
based on the dichromatic model [14].

The remainder of this paper is organized as follows: Section 2 introduces a model
for representing of skin colors. In section 3, we present our skin color transfer and
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editing methods using the skin color transfer model. Next, we describe editing technique
to control the amount of specular component in section 3.1. Section 4 discusses some
implementation issues and experimental results and Section 5 concludes the paper.

2 Skin Color Transfer Model

In this section, we define a skin color transfer model to represent color distribution of
human skin. Figure 2 depicts the skin color distribution of 6 different people in RGB
space. We can see that the skin colors are generally distributed along the lighting direc-
tion. We also observe that two groups of colors are distinctively grouped into diffuse and
specular component. The amount of diffuse and specular components varies substan-
tially since each face has different distribution of color pigments and the photographs
are taken under different lighting conditions with different cameras. Although skin col-
ors form clusters in various shapes, the elongated structure of the clusters is preserved
for all skin color images. We use this structural trait for our model.

Another example as illustrated in Figure 3 describes changes of color distribution
between skin without make-up and skin with make-up for the same person. The color
distribution in a chromaticity space between skin is preserved while its color is changed
by cosmetics.

From the distributions of skin color data, it can be seen that the skin color clusters
form elongated structures and their slope is determined by illumination and skin colors.
As predicted by the dichromatic model, the structure consists of diffuse and specular
reflections and the degree of bending results from the dissimilarity of the two reflection
components in color [14]. Despite the bend, however, the the overall elongated structure
is largely preserved for most skin colors we examined.

In this paper, we define an approximate line to represent the direction of the whole
skin color cluster as the principal line. The principal line L is calculated by least square
fitting. Finite numbers of clusters(called bins) are formed by dividing the whole clusters

Fig. 2. Color distribution of 6 persons’ skin region in RGB space
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(a) bare skin (b) make-up base (c) foundation (d) powder

(e) (f) (g) (h)

Fig. 3. Color distribution by applying make-up: Three basic cosmetics, make-up base, foundation,
and powder are gradually added to bare skin of one person. Lower figures show color distribution
of corresponding upper images in chromaticity space.

Fig. 4. Illustration of skin color model

in uniform interval along the principal line L. The construction of the bins is similar to
that of histogram. For each bin, we calculate Gaussian statistical parameters as shown
in Figure 4.

We analyze two facial images to develop a color transfer method that makes the
color distribution of target skin similar to that of source skin. The idea of transforming
the target distribution in imitation of the source distribution is illustrated in Figure 5.

3 Proposed Algorithm

Based on the skin color analysis, we develop a skin color transfer and editing algorithm.
The basic idea is:
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Fig. 5. Basic idea for skin color transfer

1) to divide the source and target color clusters into equal number of bins along the
principal line, respectively,

2) to establish artificial correspondences between the source and target color bins in
the RGB space, and

3) to warp the target distribution in imitation of the source distribution using the
statistical (Gaussian) characteristics of source color clusters such as the principal line
and the color variance in the source bins.

We can also vary the appearance of specular reflections by interactively adjusting
their contributions to the principal line computation and color bin construction. The
most critical stage in our color transfer algorithm for warping the target color distribu-
tion is to establish the relationships between the source and target color bins. To deal
with the shape of gaussian distribution of each bin, we calculate mapping relationship
between divided bins along the principal line for both images. Transferring and editing
process are executed using each mapped bins. Figure 6 shows the details of the process
for transferring and mapping.

Firstly,weconstruct skin color transfermodel forboth images.Fromsource imageand
destination(target) image, we collect skin color pixels denoted by Is and Id , respectively,
where s and d denote the source and target images, respectively. Principal lines Ls and
Ld are calculated by standard least square fitting of Is and Id in the RGB space. For each
principal line, we find line segments with equal interval. Is and Id based on these line
segments, which we call bin. The bins for source and destination images are given by:

Bs(i) = {Ct
s|i = argmin ‖ Ct

s − zt
s ‖2,Ct

s ∈ Is,t = 1, · · · , l} (1)

Bd( j) = {Ct
d| j = argmin ‖ Ct

d − zt
d ‖2,Ct

d ∈ Id , t = 1, · · · ,m} (2)

where zi
s and z j

d mean the centroid of each line segment and i and j are the indices of
specific segment.
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Fig. 6. Color mapping process between skin color models

Secondly, we scale all Bs(i) and Bd( j) to have same number of bins. As a result of
scaling, all Bs(i) and Bd( j) are scaled into B̃s(k) and B̃d(k) with same index k of bins.
The number of bins are N. This process facilitates the transfer of color individually
between matched bins.

Thirdly, color transfer algorithm is applied between the matched bins. We describe
Gaussian distribution of colors in each bin as mean and standard deviation. We denote
mean of colors in the bin B̃s(k) by μk

s and its standard deviation by σ k
s . For B̃d(k), we

compute μk
d and σ k

d respectively. To transfer source skin color onto destination(target)
skin color, we define a transfer function given by:

Ck
r,i = F(Ck

d,i,C
k
s,i) (3)

where Ck
r,i means transferred result of ith color pixel in kth bin for the target image. We

subtract mean μk
d of bin B̃d(k) of destination skin region from color Ck

d,i in correspond-
ing bin. The difference are scaled by multiplying a weight expressed as ratio of standard
deviation:

F(Ck
d,i,C

k
s,i) = μk

s +
σ k

s

σ k
d

(Ck
d,i − μk

d) (4)

The function F enables to transfer color distribution from source image to target
image while the shading characteristics of the target image are kept. Moreover, the
details of skin texture are transferred onto the target image because the transfer function
F is calculated between the matched bins.

3.1 Adjustment of Specular Component

In this section, we propose an editing method for handling specular component of skin
color cluster. When we apply conventional color transfer algorithms using photographs
taken under different lighting conditions, the algorithms sometimes produce wrong re-
sults with saturated colors. The problem is mainly originated from the mismatch of
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(a) two threshold values for removing specular
component

(b) processes of adjustment of specular com-
ponent

Fig. 7. Adjustement of amounts of specular colors

specular components between two skin color transfer models. To avoid this artifact, it
is necessary to adjust amounts of specular colors or discard all the specular component.

Under the skin color transfer model, we easily solve this problem by discarding
some of clusters(bins as described before) including specular component. Figure 7 il-
lustrates our idea to handle this problem. At first, we find the bins including specular
colors from source skin color model and then we decide how many bins are discard. Af-
ter bins including specular colors are discarded, the remained bins are scaled to match
the bins of the target(destination) image. Transferring algorithm are executed between
two matched clusters after re-scaling bins of the skin color transfer model for source
image.

To discard adaptable amounts of specular component interactively, we define two
threshold values,τ1 and τ2 as depicted in Figure 7(a). τ1 is denoted as a threshold value
for high intensity(Value) in the HSV space. τ2 is a threshold value for saturation. The
reason for choosing these two values is that specular colors have high intensity values
and low saturated values in the HSV color space.

Figure 7(b) illustrates how to manipulate specular component using these threshold
values. We collect bins which brightness exists from τ1 to maximum brightness. Among
the selected colors, we decide the colors that corresponding saturation value is under τ2

as specular colors. After removing the selected colors of source skin region, we re-scale
bins composed of remained colors to match the bins of target skin color. Newly scaled
histogram is applied to the proposed skin color transfer algorithm.

4 Experimental Results

We demonstrate our experimental results generated by our proposed method. We per-
formed experiments with various images captured by digital camera and selected from
face database [15]. For comparison, we implemented Reinhard’s method[1] in addition
to ours. As shown in Figure 10, the results by the proposed algorithm have more de-
tailed color variation compared to those of the previous method because the shading of
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(a) Source (b) Target (c) Without specular
adjustment Result

(d) With specular ad-
justment

Fig. 8. Comparison with and without specular adjustment

(a) Source (b) Target(bare face) (c) Reinhard’s (d) Result

Fig. 9. Color transfer result between skin with and without make-up

destination image is preserved when the source skin colors are transferred. Modified re-
sults by adjustment of specular component show that artifacts like blurred red or yellow
color in the face is reduced and mixed with other colors.

Figure 8 shows the results adjusting specular colors. By controlling the amount of
specularity contribution in the color transfer, we can fine-tune the color appearance in
the result. This effect is shown in Figure 8(c) and 8(d). The colors of transferred image
are more similar to the source skin color after specularity adjustment.

Color transfer results between bare skin and skin with makeup are shown in
Figure 9. Once we have a color transfer model for skin with makeup, we can mod-
ify the face of bare skin to create the effect of wearing cosmetics. It may be noted in the
results shown in Figure 9(d) that the bluish colors around the eyes in the source image
are not properly transferred. This is because our algorithm uses one representative color
cluster for transferring all the colors in the whole face regions and the bluish colors are
treated as a part of the skin color cluster. Segmentation of this distinctively different
colors and independent transfer to a specific region may solve this problem, but this is
beyond the scope of this paper.



Interactive Transfer of Human Facial Color 1001

Fig. 10. Results. First column: the source image. Second column: the target image. Third column:
Reinhard’s method. Fourth column: the proposed method.
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5 Conclusion and Future Work

We have been presented an interactive method to transfer skin colors onto new one.
First, we design a practical model to represent color characteristics of human skin.
Using this model, we propose a new method to manipulate skin colors from example
images. Our algorithm shows that more realistic detail of source skin is transplanted to
target image compared to previous works. Skin colors under different lighting condi-
tions are easily transferred unlike the previous works since our algorithm has a scaling
process along the principal line to protect saturated results.

Under our skin color model, we also develop an editing method to adjust specularity
and tones while transferring. Through the experiments, we confirms that it is efficient
to use the editing method to decrease specular components and change the tone of
transferred results.

In addition to our algorithm, following future works are considered to improve
results:

Local principal lines: This paper assumes that the skin has no color make-up to
violate skin color model based on the principal line. In many cases, photographs have
various color make-up and lighting conditions beyond ideal white light source. Distant
color clusters can be processed individually along the the different lines.

Matting techniques: For example, boundary regions between hair and skin has
mixed color, which is difficult to judge as foreground or background pixel. Statistical
approach presented in [16][17] enable to generate seamless composite results without
seam for final production of face image.

Spatial and temporal constraints: Our skin model represented in color space lose
spatial information. For preserving local traits of skin texture, we need take care of
spatial relationship. For example, the representation model including spatial constraints
can be useful to overcome the weakness.

Asymmetric color distribution: In this paper, we use Gaussian distribution for trans-
ferring algorithm. The Gaussian distribution can not specify the orientation of the color
distribution and the shape of asymmetric distribution. To represent color distributions
in detail, we need more complex statistical models.

Editing methods: We show some results about adjusting specular component by
discarding bins over the threshold value in the skin color transfer model. Furthermore,
advanced editing methods such as picking or discarding some color bins enable users
to control color tones efficiently.
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Abstract. In this paper, we propose a panoramic mesh modeling method from 
multiple range data for indoor scene reconstruction. The input to the proposed 
method is several sets of point clouds obtained from different viewpoints. An 
integrated mesh model is generated from the input point clouds. Firstly, we par-
tition the input point cloud to sub-point clouds according to each camera’s 
viewing frustum. Then, we sample the partitioned sub-point clouds adaptively 
and triangulate the sampled point cloud. Finally, we merge all triangulated 
models of sub-point clouds to represent the whole indoor scene as one model. 
Our method considers occlusion between two adjacent views and it filters out 
invisible part of point cloud without any prior knowledge. While preserving the 
features of the scene, adaptive sampling reduces the size of resulting mesh 
model for practical usage. The proposed method is modularized and applicable 
to the other modeling applications which handle multiple range data. 

1   Introduction 

Virtual environment (VE) generation is one of major task in virtual reality (VR) 
applications. The realism of the VE is important since it increase users’ immersion 
to the virtual world. VE is usually created by computer graphic (CG) modeling 
software, such as Maya and 3DS Max. However, constructing large VE with 3D CG 
modeling software requires much time and effort. To create realistic VE, we have to 
design everything of the environment to be modeled before modeling. In this re-
gard, VE generation by modeling the real scene is one of solutions for constructing 
realistic VE.  

With increasing interest in this area, there have been many researches on VE gen-
eration from the real scene. One approach is using range scanners to obtain 3D data 
from the real environment [1][2][3][12][13][14]. The environment is scanned and 3D 
information of the environment is obtained as point clouds. Textures obtained from 
the photos of the environment are mapped to the reconstructed model for realism. 
Range scanners provide accurate data, however they are designed for scanning objects 
in short distance. Thus, it is inconvenient for modeling large area. In addition, the 

* This work was supported in part by MIC through RBRC at GIST, and in part by CTRC at 
GIST. 
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range scanners are not affordable in general usage and used in few limited purposes. 
Another approach is reconstructing environment by extracting 3D information from 
multi-view images [4]. 3D structure of the environment is generated from relationship 
among the images. Using cameras for 3D reconstruction contains noises compared 
with the approach exploiting range scanner. Panoramic images of the environment are 
also used in modeling [5][6][15]. Panoramic images are taken by omni-directional 
cameras and 3D scene is reconstructed. There are many different approaches of mod-
eling the real scene, however mesh modeling from 3D data is commonly needed to 
create surface from the 3D point data.  

In this paper, we propose a panoramic mesh model generation method from mul-
tiple range data for indoor scene reconstruction. We use 3D vision-based modeling 
method to create mesh models from multiple noisy range data. The 3D point clouds 
are obtained from multiple viewpoints and all point clouds are registered in 3D 
space. The input to the proposed modeling method is the registered point clouds and 
reconstructed camera matrices of all viewpoints. Firstly, we partition the input point 
cloud to several sub-point clouds according to each camera’s viewing frustum. 
Then, we sample the partitioned sub-point clouds adaptively and generate a mesh 
model from each sampled point cloud by triangulation. Finally, we merge all trian-
gulated models of all the partitions to represent the whole indoor scene as one 
model. The modeling sequence of the proposed method is shown in Fig 1.  

Input Point clouds

3D point cloud partition

Adaptive sampling

Triangulation

Mesh Integration

Panoramic mesh model

Input Point clouds

3D point cloud partition

Adaptive sampling

Triangulation

Mesh Integration

Panoramic mesh model

Fig. 1. Panoramic mesh modeling process 

Our mesh modeling method considers occlusion between two adjacent views and it 
filters out invisible part of point cloud without any prior knowledge. While preserving 
the features of the scene, adaptive sampling reduces the size of resulting mesh model 
for practical usage. The proposed method is modularized and applicable to the other 
modeling applications which handle multiple range data.  

The rest of this paper is organized as follows. We explain the proposed mesh mod-
eling method in chapter 2. The experimental results and analysis are described in 
chapter 3. Conclusions and future work are presented in chapter 4. 
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2   Panoramic Mesh Modeling from Multiple Range Data 

2.1   Data Acquisition 

In data acquisition step, we obtain 3D data of the indoor environment to be modeled 
as point clouds using a multi-view camera. The multi-view camera gives a 3D point 
cloud of a view. To obtain accurate data, we calibrate the multi-view camera and we 
calculate the instrinsic parameters. The relationship between two adjacent viewpoints 
is calculated using a co-planar pattern. The data obtained from a viewpoint has its 
own reference coordinate system. We register all data to locate them in a common 
reference coordinate system using projection-based registration method [7]. The reg-
istered point clouds and the reconstructed camera matrices are input to the modeling 
process.  

2.2   3D Point Cloud Partition   

As the first step of the proposed mesh modeling method, we partition input point 
cloud of the indoor scene into sub-point clouds. Since we obtain 3D points of a view 
using 3D vision theory, each 3D point of a point cloud corresponds to each pixel of 
the image captured from a viewpoint. Triangulation of pixels generates naive mesh 
model of the point cloud. The normal vector of each 3D point is calculated using the 
triangles around the vertex. We exploit these initial 3D meshes to partition visible 
points only.  

To do partition, we consider each camera’s viewing frustum. We discard the points 
which are outside viewing frustum of the camera. 6 planes surrounding the viewing 
frustum are calculated and the directions of normal vectors of the planes are set to 
face inside of the viewing frustum. A 3D point is in the viewing frustum, if the point 
is upper region of all the planes. This property is evaluated according to equation 1. 
For a plane Li, a point pk is in the lower region of the plane Li, if γ is negative.  

iiiii dzcybxaL +++=                  ),,(: kkkk zyxp

γ=+++ ikikiki dzcybxa

0≥γ : pk is in the  upper region 

0<γ : pk is in the lower region

(1)

Then, we determine if a point in the viewing frustum is visible to the camera or 
not. For the points in the viewing frustum, visibility confidence is calculated as shown 
in equation 2.  

2

),(

d

NVDot
confidenceVisibility kcam−= (2)

where, Vcam is the normalized vector of the camera’s viewing direction and Nk is the 
normalized normal vector of the point. d is the distance between the camera and the 
point pk. Dot(Vcam, Nk) is dot product between two vectors.  

If the point is visible to camera the confidence value is positive. If not, we assume 
that the point is not visible from current viewpoint. As shown in Fig 2, the point set S2

is not visible to the camera C1, but is visible to C2. Even though it is not visible to C1,
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it is in the viewing frustum of C1. After the confidence value is calculated, the point 
set S2 is culled out. Some part of S3 is visible to C1 and C3, simultaneously. In this 
case the point is assigned to the partition where the point has the largest confidence 
value. As a result of partitioning, we obtain sub-point clouds Sks and each sub-point 
cloud Sk is associated to each camera Ck.

1S

2S
3S

2C

1C 3C

Fig. 2. 3D point cloud partition with viewing frustum 

2.3   Adaptive Sampling  

There are several points with different coordinates which represent the same point in 
the real scene in the registered point cloud, since there exist errors in range data and in 
registration. Thus, we need to remove overlapping points and to sample these points 
to generate a surface.  

For the sub-point cloud Sk, we project it onto the camera’s image plane using pro-
jection matrix of the camera. We create a grid with resolution of the image used in 
data acquisition step on the image plane. Each cell of the grid corresponds to a pixel 
of the image. Then, we search the points which are inside of a kth cell, Gk. Since we 
know the corresponding 3D coordinates of projected points, the 3D coordinates of the 
3D point that corresponds to the cell Gk is calculated from the projected points inside 
Gk as shown in Fig 3. The (Gkx,Gky,Gkz) is the 3D point corresponding to the cell Gk.

Median value of each coordinate is calculated and assigned to Gk according to the 
equation 3. 

))((

))((

))((

zSeqmedianG

ySeqmedianG

xSeqmedianG

kz

ky

kx

=

=
=

(3)

where, Seq(x), Seq(y) and Seq(z) are the sequences of the each coordinates of the 3D 
points that correspond to the projected points inside the cell Gk.

As the resolution of the image used in data acquisition becomes larger, the number 
of points of the mesh model increases. However, large size mesh model is not desir-
able to be used in practical usage, since it requires much hardware resource for ren-
dering and may result in low performance. If the surface the point cloud forms has 
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Fig. 3. Calculation of 3D coordinates of a cell 

small variation, we can represent the surface with smaller number of points. In this 
paper, depth information is a key feature to be preserved. Thus, we apply adaptive 
sampling to simplify the triangulated model while preserving depth information of the 
scene. To reduce the number of points, we focus on the variation of the z values of the 
points. We adaptively sample the grid according to the depth variation. The gradient 
of Gkz is calculated with respect to the horizontal and vertical scanline as shown in 
equation 4. For each scan line, the absolute values of gradient of Guz and Gvz are cal-
culated. If δ, the root of squared sum of gradient in horizontal and vertical scanline, is 
smaller than threshold value, the point is cut out.  
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2.4   Triangulation and Mesh Integration 

After adaptive sampling we have 2D point cloud and corresponding 3D point cloud in 
each partition of a view. To triangulate 3D point cloud, we triangulate 2D point cloud 
using Dealunay triangulation [10]. The 2D triangulation result is applied to corre-
sponding 3D point cloud. Dealunay triangulation result in convex hull of a 2D point 
cloud, however, the expected result is not convex hull but the triangulation of 2D 
point cloud preserving its shape of boundary. Thus, we add 4 extreme points of which 
coordinates are the 4 corners in image coordinate system before triangulation and 
remove triangles that contain the extreme points after triangulation. For the 
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realism, we exploit images captured from cameras as textures. For texture mapping 
the index of a cell in the grid on the image plane is used as texture coordinates of the 
corresponding 3D point.   

After sampled point clouds of all the partitions are triangulated, we merge them to 
one mesh model to represent whole indoor environment. Since there is no connec-
tivity between two adjacent mesh models, there exist gap between partitions. The 
points on the boundaries of two adjacent mesh models are triangulated to merge them 
together. The points on the left and right boundary of a sampled point cloud are the 
points corresponding to the left-most and right-most cells of the grid on the image 
plane. For triangulation of two adjacent boundaries, we connect the points which have 
similar height in 3D space. Then, we triangulate the points the points which have no 
connection. The mesh integration process is depicted in Fig 4.

Merged Model

kM 1+kM

Merged Model

kM 1+kM

(a) (b) 

(c) (d) 

Fig. 4. Mesh integration process (a) Mesh merging of two adjacent models (b) The points on 
two adjacent boundaries (c) Connection of the points with similar height (d) Triangulation 
result 

3   Experimental Results  

To obtain 3D point cloud in each viewpoint, we used Digiclops which is a multi-view 
camera [9]. In this experiment, we modeled two walls of a room. The point clouds of 
the room to be modeled were obtained by moving a multi-view camera. There are 
overlapping areas between cameras’ views. When we captured a scene, we used a 
planar pattern to calibrate the camera.  

Fig 5 shows the result of partitioning input point clouds. After the visibility confi-
dence values are calculated, the input point clouds are partitioned to sub-point clouds. 
Each partition is rendered with different color in Fig 5.  
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(a)

(b)

Fig. 5. Partitions of a wall of the room (a) Colored original point cloud (b) Partitioned point 
cloud 

Fig 6 shows a triangulated model to which the adaptive sampling is not applied. 
The triangulated model is rendered in point and wire-frame in Fig 6(a) and Fig 6(b), 
respectively. The textured model is shown in Fig 6(c). Since there are many points 
and the triangles of the mesh model is too small, Fig 6(b) looks like a surface even 
though it is rendered in wire-frame mode.  

(a) (b) (c) 

Fig. 6. Triangulated model before adaptive sampling (a) Point model (b) Wire-frame model (c) 
Textured model 

The result of adaptive sampling is shown in Fig 6. Fig 7(a), Fig 7(b) and Fig 7(c) 
show the point model, wire-frame model and textured model respectively. Note that 
our key feature, depth information, is preserved and many of points on the smooth 
area are removed. The adaptive sampling reduces the number of points of the mesh 
model while preserving the features of the scene. Texture mapping improves the vis-
ual quality of the simplified model. Consequently, even though a number of points are 
removed, the visual quality of the model is not much different from the  
original model. 
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Fig. 7. Triangulated model after adaptive sampling (a) point model (b) wire-frame model (c) 
textured model  
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Fig. 8. The number of points of sampled models with different threshold values 

Fig 8 shows the number of points with different threshold values. The number of 
points of the mesh model decreases as the threshold value increases. However, reduc-
tion rate decreases as the threshold value increases. 

We applied our adaptive sampling algorithm to the red scanline in Fig 6(c) and the 
result is shown in Fig 9. Fig 9(a) shows the distribution of z axis values of the points on 
the scanline. Fig 9(b) is the gradient of Gz in horizontal direction. According to the gra-
dient of the z coordinates associated to a grid on an image plane, the points with small 
gradient values are removed and the points with large variation in z axis are preserved 
as shown in Fig 9(d). If we select too large threshold value, the precise depth informa-
tion is lost. We set the threshold value 10cm in this experiment based on our experimen-
tal result. In Fig 9, the gradient values are scaled to see the result clearly.  

In Fig 10, shows the bookshelf of the scene. Since the reconstructed model has 3D 
information, we can see that the doll on the bookshelf becomes to be occluded as the 
rotation angle increases. This is one of major differences from the 2D image-based 
panorama which is constructed by stitching several 2D images. In 2D image based 
panorama the scene is static and it is not possible to see different scene according to 
viewpoint. Thus, users can navigate the reconstructed VE with depth information. 
This property of 3D panoramic VE provides more realistic feeling to users.  

(a) (b) (c) 
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Fig. 9. The result of adaptive sampling of a scan line (a) Raw data of coordinates in z axis (b) 
Gradient of z coordinates with respect to u (c) Absolute value of gradient (d) Thresholded 
values 

The integrated indoor scene model is shown in Fig 10. The floor is added manu-
ally. Fig 11(a) is the bird’s-eye-view and Fig 11(b), Fig 11(c) and Fig 11(d) are mag-
nified view of parts of the panoramic VE model. As shown in the magnified views, 
the reconstructed indoor scene model is photo-realistic enough to be used in virtual 
reality applications.  

                        
(a)                                                  (b) 
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(c)                                                  (d) 

Fig. 10. Depth information of the panoramic mesh model (c) 15° rotation (d) 20° rotation 

(a) (b) 

(c) (d) 

Fig. 11. Modeling result of an indoor scene (a) Bird’s-eye-view (b) Window part (c) AV lack 
part (d) Tiled-display part 

4   Conclusions and Future Work 

In this paper, we proposed panoramic mesh modeling method from multiple range 
data for indoor scene reconstruction. The registered 3D point cloud is the input to the 
algorithm and a panoramic mesh model of indoor scene is generated. The input point 
cloud is partitioned to sub-point clouds. Each sub-point cloud is sampled and triangu-
lated. After that, we merge all triangulated models of sub-point clouds to represent the 
whole indoor scene as one model. Our mesh modeling method considers occlusion 
between two adjacent views and it filters out invisible part of point cloud without any 
prior knowledge. While preserving the features of the scene, adaptive sampling  
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reduces the size of resulting mesh model for practical usage. Depth information of the 
scene is preserved. The proposed method is modularized and applicable to the other 
modeling applications which handle multiple range data. As future work, we are go-
ing to improve our adaptive sampling to create smooth surface from point clouds with 
smaller number of points. The other work to be done is applying our modeling algo-
rithm to complex scene which contains many objects in our daily life.  
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Abstract. Adequate bandwidth allocations and strict delay require-
ments are required for real time flows, such as streaming audio and
video data. Most of commonly known packet scheduling algorithms like
Weighted Fair Queueing (WFQ) and Start-Time Fair Queueing (SFQ)
were mainly designed to ensure the bandwidth reservation function. They
only guarantee the queueing delay under a certain threshold. It may cause
unsteady packet latencies and introduces extra handling overheads for
streaming applications. A few packet scheduling algorithms were pro-
posed in recent years to address this problem like Low Latency Queue-
ing (LLQ) which may suffer from low priority traffic starvation problem.
In this paper, we will show the unsteady queueing delay problem, ”The
buffer underrun problem” for most well known packet scheduling algo-
rithms. We propose a novel packet scheduling algorithm with history
support, LLEPS, to ensure low latency and efficient packet scheduling
for streaming applications via monitoring the behavior of queues and
traffics.

1 Introduction

The number of new IP-based multimedia applications is growing rapidly with the
advent of numerous broadband technologies. The traditional best-effort mecha-
nism for data delivery does not provide service differentiation or guarantee for
new multimedia flows that have tight bandwidth and delay requirements. A va-
riety of new multimedia applications such as voice over IP, video on demand
and teleconferencing rely on network traffic scheduling algorithms in switches
and routers to assure performance bounds to satisfy different QoS requirements.
Typical VoIP (Voice over IP) applications require low latency and less band-
width; VoD (Video on Demand) applications require a huge volume of band-
width, but the acceptable latency of them is higher than VoIP applications’.
Unlike bursting data traffic applications, real-time applications usually will not
consume all available bandwidth. In most cases, the required maximum band-
width for a real-time application can be predefined, such as a typical streaming
application.

Internet traffic has been growing at an exponential rate. As most of existing
routers only provide best-effort services, the traffic of streaming applications will

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 1015–1026, 2005.
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compete with other data traffic like FTP and HTTP. The packets of streaming
applications may experience higher delay or packet loss because of the com-
petition among different types of traffic. Therefore, the quality of streaming
application can not be guaranteed and new technologies are required to offer
quality of service (QoS) for these real time applications.

Differentiated services (DiffServ) [1] [2] and integrated services (IntServ) [3]
were proposed to make the IP network to be QoS aware in the mid 1990s. RSVP
[4] was proposed for reservation for the IntServ approach and it defined a way to
allocate bandwidth hop by hop along the path. Effective bandwidth allocation
ensures that each flow can get the bandwidth by the assigned weight. Since real-
time applications could acquire bandwidth via RSVP or DiffServ, they do not
need to compete with other flows anymore.

GPS offers a concept for multiple tasks (sessions)to share a single proces-
sor in an OS. The sessions can get different service rates at the same time,
and they are served simultaneously. While applying GPS to the network tech-
nologies, it should be noted that the service of GPS is bit by bit. However,
the network service is packet by packet. Due to the different service units of
GPS (bit-based) and Internet (packet-based), the algorithms WFQ [12] and
WF2Q [16] have been developed. They are classified as GPS like algorithms
for their simulating GPS discipline. The GPS like algorithms can extend the
bandwidth sharing into bandwidth reservation and assure the packet behaviors
smooth.

Frame-based packet scheduling algorithms like DRR [20] and NDRR [21]
are different from GPS. They service all queues round by round and require
no complex control mechanisms. The major advantage of frame-based packet
scheduling algorithms is efficiency. The disadvantage is that they only consider
the queues which are always backlogged. That makes the latency of packets of
the queues not always backlogged unstable.

The rest of this paper is organized as follows. In Section II, we review re-
lated scheduling algorithms and introduce their shortcomings for streaming ap-
plications. Section III presents the proposed LLEPS scheduling algorithm. In
Section IV, simulation experiments are made to compare the effectiveness be-
tween LLEPS and other representative scheduling algorithms. We give some
further research topics in the field of schedulers and conclude this paper in
Section V.

2 Overview of Related Scheduling Algorithms

A scheduling problem is often solved as an optimization problem, with the objec-
tive of maximizing a measure of schedule quality. For example, an airline might
wish to minimize the number of airport gates required for its aircraft in order to
reduce its operating costs. As mentioned above, different types of packet sched-
ulers carry various merits and this section will summarize their shortcomings for
streaming applications.
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Fig. 1. Service Order of WFQ

2.1 Weighted Fair Queueing (WFQ)

WFQ [12] is a well known sort-based packet scheduling algorithm to approxi-
mate GPS. Since dividing a packet into several smaller packets take some extra
overheads, packet scheduling algorithms usually determine the service order for
packets. WFQ will give a weight for each flow and calculate the departure time
of each packet based on the GPS discipline. Fig. 1 shows the service order of
WFQ for a well-know case addressed by WF2Q.Since the weight of flow 1 is five
times than others, the departure times of packet 1˜5 of flow 1 will be equal or
smaller than other packets. Thus, they will be sent out first. The departure time
of packet 6 of flow 1 is higher than other packets. Thus, it will be sent out until
other packets are sent. Hence, the packets of flow 1 were delivered substantially
quickly and the variety of the jitter of flow 1 will be significant.

Additionally, an idealized WFQ must work with a precise virtual clock. To
implement a precise virtual clock[29] will take a O (n) time complexity in the
worst case1. Therefore, SCFQ[14] were proposed to solve the virtual clock re-
quirement of WFQ. SCFQ sets the virtual clock to the finish time of last departed
packet. Thus, the virtual clock of SCFQ always exceeds the precise virtual clock.
Since the virtual clock is exceeding, the real-time flows may take a larger variety
of jitter when the flows pass the router with SCFQ. Another WFQ implementa-
tion, SFQ[15], was proposed to solve this problem. However, since SFQ always
sets the virtual clock as the start time of last departed packet, SFQ still may
get a larger variety of jitter for a real-time flow.

2.2 Low Latency Queueing (LLQ)

LLQ is implemented by Cisco in their routers to guarantee the delay of real-time
service. LLQ is a combination of Priority of Queueing (PQ) and Class-Based
Weighted-Fair Queueing(CBWFQ). It is currently the recommended queueing
function for Voice over IP (VoIP) and IP Telephony, and it will also work well
with video conferences. However, LLQ only guarantees the low latency for the

1 An undistorted virtual clock implementation must take the rational number library.
This means the time complexity of the linear pairwise function of the virtual clock
will depend on the weights of flows. And to calculate an undistorted virtual clock
may take O n2 or higher time complexity.
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highest priority queue. As the higher priority queue makes a misbehavior, the
lower priority queue will be starving.

In 2003AD, adaptive WFQ[28] tried to address the problem of the variety of
queueing delay. However, it still requires to partition the traffic into three class,
gold class, sliver class and bronze class. The behavior of adaptive WFQ is similar
LLQ. It only could be used to guarantee the queueing delay of the traffics of gold
class. If the traffics of gold class makes a misbehavior, the variety of queueing
delay of bronze class may not be acceptably stable.

3 LLEPS Packet Scheduling Algorithm

As mentioned above, most well-known algorithms are designed to share the band-
width resource fairly with a worst case delay bound guarantee. They suffer from
either higher complexity for evaluating an enough exact virtual time or un-
steady jitter problem. Thus, for addressing these challenges, LLEPS is designed
as a sort-based scheduling algorithm with history support to compensate the
on-going delay difference. The motivation of LLEPS considers a long-term fair-
ness and makes the real-time flows more smooth. Thus, the short-term fairness
of LLEPS may not be adorable as some well known sort-based scheduling algo-
rithms like SFQ and WF2Q+. However, LLEPS could make the jitter of real-time
application more smooth while assuring the high quality of real-time flow service.

3.1 The Buffer Underrun Problem

Consider a 100kbps real-time CBR traffic over a packet-based QoS network.
This packet-based QoS network contains two connected routers, a sender con-
nected to a router, and a receiver connected to another router. The router which
the sender connects is a QoS-enabled router. It will guarantee 100kbps for this
real-time traffic. In an idealized environment, the jitter of the real-time traffic
should be small than MTU

link bandwidth . However, the interval of real-time packets in
the practical cases will not always be a constant like Fig. 2. Fig. 2 shows two
typical streams, a perfect CBR stream and a real CBR stream. The perfect CBR
stream indicate the idealized delivery of a real-time traffic. However,as Fig. 2 in
a practical packet network, the inter-arrival of two packets may be effected by
the competitive traffics or others.

Thus, since the interval of a given real CBR stream could be larger than the
idealized interval and the corresponding bandwidth reservation just satisfy the
requirement of a perfect stream. Thus, the queue for a given real-time traffic

Perfect Stream

Real Stream

Fig. 2. The difference between prefect real-time traffic and real traffic
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in the QoS-enabled router will be empty at some times. In such case, the real-
time flow will be handled and regarded as a new flow and the departure time of
packets will be set as the current virtual time. Thus, those real-time packets may
get more queueing delays because of inaccuracy of virtual time or the queueing
delay from competitive traffic at the previous router. Since the extra queueing
delay depends on the packet arriving time, and the packet arriving time may
be unsteady in real cases, the queueing delay(jitter) is also unsteady. We define
this problem as ”the buffer underrun problem”.

Basic Idea of LLEPS. LLEPS maintains multiple queues where each queue is
applied only for a session. Upon receiving a packet of a session, LLEPS puts it
into a specific queue. The scheduler chooses the queue with the highest priority
and forwards packets for the queue. Since the buffer underrun problem occurs
in the practical case, LLEPS addresses the problem via flow’s history. First,
consider a duration from ts to tf . Additionally, the bandwidth of link is B and
the reservation bandwidth for flow i is ri. Thus, the relationship could be written
as:

W = B × (tf − ts) , wi = ri × (tf − ts) (1)

wt
i < ri (t − ts) ,

n∑
i=1

wi ≤ W (2)

where W denotes the total service quote of this link in this duration, and wi

denotes the reserve bandwidth in this duration for flow i. Let wt
i denote the used

bandwidth of flow i from ts to t. Thus, if Eqn. 2 is satisfied, it denotes flow i
does not use the reserved bandwidth in this duration completely. Furthermore,
the real-time traffic is a constant bitrate traffic. As the consumed bandwidth of
a real-time flow is less than its reserved bandwidth, some packets of the real-
time flow may be delayed. Thus, the scheduler should give the higher priority or
some credit for such flows. In other words, if the traffic of flow i is more than its
reserved bandwidth like Eqn. 3, LLEPS will assign the low priority for it. Thus,
we could define the priority of flow i as Eqn. 4.

wt
i ≥ ri × (t − ts) (3)

pt
i =

wt
i

ri
(4)

Let pt
i denote the utilization of the reserved bandwidth of flow i from ts to tf .

Thus, the lower value for pi denotes that the scheduler should give the higher
priority for flow i. Specifically, pt

i denotes the weight of the history of flow i.
The value of pi can be an indicator to reflect the greedy status for a particular

flow. At any moment, pi of each queue should be similar. As a session is more
aggressive than others, its pi value will be larger than others’. According to the
property of pi, LLEPS only needs to forward packets of the queue with a lower
pi value than others. The behavior of LLEPS is able to keep the pi value of each
queue similar.
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3.2 Detailed Algorithm

We have described the key concept of the history for a flow earlier. The im-
plementation for a fixed width history requires a amount of resource to record
the information of the departure packets. We will describe how LLEPS imple-
ments the history and show the results in next section. First, LLEPS provides
the packet forwarding service based on the concept of time slots, like 250ms.
Let Qi = ri × (length of time slot) denote the reserved bandwidth for flow i
of a time slot in byte units. Let wi denote the serviced bytes of flow i in cur-
rent time slot. Thus, the start time of a packet is max

(
wi

Qi
, now − ts

)
, where

ts denotes the start time of the current time slot. Assuming a flow i is inactive
and a packet for flow i arrives. Thus, we could show the priority for this packet
as:

pi =
wi × (length of time slot)

Qi

Since the length of time slots for all flows are the same, we could rewrite the last
equation as:

p′i =
wi

Qi

From another point of view, p′i denotes the start time of this packet in the current
time slot. Thus, to implement the priority, LLEPS sets the start time of packet
as wi

Qi
. In other words, LLEPS ignores the part of now − ts when the time slot is

not changed. Additionally, if a time slot is changed, LLEPS will recalculate the
wi to set the priority of each flow according to its information of last time slot.
Although, the results for this implementation will not be better the version of
SFQ with a fixed width history. However, it is much simply and useful. We will
shows the results in the simulation section.

We present the pseudo code of LLEPS. Enque function is called when a
packet arrives. Deque function is called when the link is available. If no packet
is available in this time, Deque function should return a NULL pointer. Enque
function and Deque function of LLEPS is similar to SFQ. From a technique
point of view, LLEPS could be thought as a specific SFQ with time slot-based
history support.

Timestamp Update Function. Since the index of LLEPS is composed of a
time slot number and a serviced bytes, the update() function provides a schema to
recalculate the service rate of flow i when a new time slot is available. Addition-
ally, the function sets the priority of flow i to guarantee the low latency for CBR
traffic. Let timestamp denote the current time slot number,

⌊
now

length of time slot

⌋
.

Since update function is called only when a new time slot is available, we
recalculate the current service bytes of flow i, wi and normalize it into a valid
range. The quantum of flow i, Qi, may not be multiple of the packet size. The
value of the serviced bytes of the last time slot, wi, may be smaller than zero even
if the queue i is always backlogged. Thus, we should remain those unserviced
reserved bandwidth for flow i̇. This is why the minimum value of wi is -MTU.
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Table 1. Pseudo code of update timestamp

update (Queuei, nw)
nts ← tsi + 1
if nts < timestamp

wi ← nw
else

wi ← min (max (−MTU, wi − Qi) , Qi)
tsi = timestamp

Table 2. Pseudo code of enqueue

Enque (packet)
Queuei ← find the index i of the queue for packet
Enque (Queuei, packet)
if Queuei is not in minheap

if tsi �= ts
if no queue is active, then update (Queuei, 0)
else update Queuei,

wj

Qj
Q

i
where j is the index of next service flow.

push Queuei into minheap

Additionally, the nw parameter for update function is a reference if this queue is
not active in the last time slice. LLEPS thinks such queue is non-active because
of application’s behavior, not network behavior. Thus, LLEPS does not give any
high priority for such traffic.

Enqueue Function. Enque function is similar to most well-known sorted-
based scheduling algorithms. First of all, it found the index i of the incoming
packet. Then, it push the packet into queue i. If the queue i is not active, Enque
function will mark it as active. The difference is the mark procedure. Since the
index of LLEPS contains a timestamp, it will call Update function to update
the timestamp first if this flow i is not active in current time slot. Then push it
into a minimum heap.

Table 3. Pseudo code of dequeue

Deque()
return NULL if no queue is available in minheap
Queuei ← φ
while Queuei is empty

pop first queue from minheap and assign it to Queuei

Packet ← pop first packet from Queuei

wi ← wi + sizeof (Packet)
if tsi �= timestamp

update (Queuei, 0)
push Queuei into minheap
return Packet
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Thus, the difference of Enque function between SFQ and LLEPS is only the
timestamp update.

Dequeue Function. Deque Function of LLEPS is similar to more well-known
sort-based algorithms. If no packet is available, it just returns NULL. Otherwise,
it will pop the queue with the minimum index and forward the first packet from
the queue. Then, it will update the serviced bytes parameter of queue i, wi.
Since the parameters of index has been modified, it calls Update function to
recalculate the index of queue i and push it into minheap.

The difference of Deque function between SFQ and LLEPS is also the part
of update function. However, since LLEPS records the virtual time of flow i in
current time slot by wi and Qi, the update of virtual clock is a little difference
with SFQ.

4 Simulations

The simulations are implemented using Network Simulator 2. The topology of
this simulation is presented in Fig. 3. The circle with si or di is a node and it
denotes a sender or a receiver. The number i on it denotes that it’s i-th pair of
a sender and a receiver. The circle with rs or rd is a router. The bottleneck of
this simulations is the link between the two routers. The bandwidth of the links
between nodes and routers is 100Mbps and the propagation delay is 1 msec. The
link between two routers is 1Mbps and 15 msec. Since the bottleneck is from
router rs to router rd, the packet scheduling algorithms are only applied at the
link at bottleneck. Other links will be applied DropTail. Additionally, we set the
time slots of LLEPS as 250ms for all simulations.

4.1 Queueing Delay Comparison of LLEPS, SFQ, SCFQ, WF2Q+...

In LLEPS section, we have discussed the buffer underrun problem. Thus, we
design an simulation to show the variety of queueing delay of those scheduling
algorithm. In this simulation experiment, we use nine 1Mbps CBR flows and
one 99kbps CBR flow. Additionally, the weights of them are the same, and the

s1

rs

sn

100Mbps, 1ms

d1

rd

dn

100Mbps, 1ms
1Mbps, 15ms

…
... …

...

Fig. 3. Topology of Simulation
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priority of 99kbps CBR flow, flow 10, has high priority for LLQ. Fig. 4 shows
the queueing delays of each algorithms in the router of bottleneck link. Since ns2
provides a prefect time-scheduler, it’s easy to make the arriving interval of flow
10 slightly larger than the busy period of flow 1. Therefore, if the queueing delay
of flow 10 is very small, the queued packet of flow 10 should almost be zero in
most time. In other words, a real-time traffic may take an extra delay when: 1.
it takes an exceeding virtual clock when it becomes active. 2. if it is ordered at
last when all indices of flows are the same. We shows those priorities in Fig. 4.

Since flow 10 is the highest priority of LLQ, the queueing delay of LLQ
only effects by the duration from the time of enqueue of this packet to the
time of next dequeue of scheduler. Thus, the queueing delay of LLQ is between
0msec and 4msec, MTU÷Bandwidth=500Bytes÷1Mbps=4ms. However, LLQ is
a pre-assigned priority algorithm. It should take the better result than other
non-preassigned priority algorithms.

SFQ got the best result than other well known algorithms like WF2Q+,
SCFQ and NDRR. Since the service order of NDRR is the order of active flows,
the queueing delays of NDRR depend on the distance from current service flow to
flow 10. Furthermore, the interval of packets of flow 10 is slightly larger than the
interval of an inner round of NDRR. Thus, the queueing delays of NDRR in Fig. 4
start at the period of an inner round, MTU× (number of flows - 1)÷bandwidth=
36ms. Additionally, the distance from current service flow to flow 10 will decrease
after each packets of flow 10 until zero. In Fig. 4, the results of NDRR repeats
this scenario.

WF2Q+ also got the similar problem. However, we have discussed the vir-
tual clock problem of WF2Q+ and SCFQ before. This is why the queueing
delay no.180 packet of flows exceeds the maximum queueing delay of NDRR.
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Generally speaking, the queueing delay should be between 0 and the maximum
queueing delay of NDRR except that the virtual clock exceeds the precise virtual
clock.

Since the policy of virtual clock of SFQ is as the start time of last departed
packet. The queueing delay of SFQ only is effected by the number of the same
start time packets in scheduler. With the priorities of minimum heap imple-
mentation, the maximum queueing delays SFQ is only O (log number of flow)
in Fig. 4 .

The queueing delay of LLEPS is interesting. From packet 1 to packet 61, the
queueing delay of LLEPS is unsteady. Then, the queueing delay of LLEPS is
steady to decrease and is the same with LLQ. We have described the properties
of LLEPS before. Since LLEPS will give the higher priority for the flow of non-
always backlogged, the queueing delay of the packets between packet 1 and
packet 61 of flow 10 may be unsteady because of the small credit. After packet
100, the scenario of LLEPS is the same with LLQ because the credit of flow
10 is more than one packet. Therefore, when a packet is enqueued into flow 10,
the flow 10 will get the top position of minimum heap. Although the queueing
delay of LLEPS between packet 1 and packet 100 is not perfect like LLQ, LLEPS
provides a more fair scheduling algorithm and achieves the better queueing delay
than other scheduling algorithms.

5 Conclusion and Future Works

This paper introduces a new scheduling algorithm (LLEPS) to provide band-
width guarantee service efficiently. In addition to ensuring bandwidth guarantee
services, LLEPS does not introduce much delay jitter effects for packets. Since
LLEPS always serves the queue with the highest priority, it provides preemption
mechanism for packets. However, the service sequence of each queue is constant
or is depending on the improper virtual clock in most well known scheduling
algorithms.

The continuous work of LLEPS is to design a better way to determine the
priority of each session. LLEPS determines the priority of each session based on
the corresponding transmission rate. LLEPS estimates the transmission rate of
a session in a time interval. When the time interval is too small, the estimation
will become very unstable and no meaning for LLEPS. The continuous efforts
will address the issue.
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Abstract. This paper presents a prototype system, which synthesizes entertain-
ment-oriented cartoon face and translates text message to multimedia animation 
in mobile phone.  While a digital real facial photograph and some text are im-
puted, a piece of exaggerated facial animation with entertainment will be shown 
in the phone. Three steps are used to get this entertainment effect: first is the il-
lustration generation of the real face image, General-Scale-Edge (GSE) is 
adopted to take various scale of the edge into account, which can extract the 
feature edge on human’s face efficiently. The second is the expression warping 
to produce a caricature. The improved feature based warping method is em-
ployed. Finally, we generate the exaggerated facial animation based on the cari-
cature using TTVS method. In addition, we improved modified Active Shape 
Model to remove the background and control more feature points on the face. 
Experiments show the system work well with high performance on the PDA. 

1   Introduction 

In recent years, there is an increasing trend and demand for the digital entertainment 
on mobile animation. The traditional way for people’s communication by mobile de-
vice mainly is the speech or the text message. As the advance of 3G mobiles and net-
work, digital multimedia content fall in great demand in daily life. The facial anima-
tion plays an important role of it, and there are immense studies focused on it. The 
researchers from Microsoft Research (Asia) designed systems for the illustration gen-
eration. It can even abstract the movement data of a figure in the video stream, and 
synthesize a new animation. There are also some other studies on auto or semi-auto il-
lustration generation. At current stage, the illustration is created in black-and-white 
mode. The mobile animation is another active research field. Most of the animation is 
designed in interactive mode. This paper builds a novel system to synthesize multi-
media animation message. The most difference with other systems locates in two 
points. One is the approach that the caricature is created; the other is that the anima-
tion is based on a person’s caricature, not on a real face image. 
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The following parts of this paper are organized as follows: Section 2 describes 
some related works on the mobile caricature animation system, section 3 gives our 
system an overview. In section 4, we introduce how to modify the traditional ASM 
algorithm to fit our system. In the section 5, black-white illustration generation is 
stated, after that, the illustration is warped into a caricature and animated in section 6. 
It means the text is translated into facial animation for entertainment purpose. Also in 
this section, the experiment result is given. At last, in section 7, we draw conclusion 
for the system and give some ideas to improve the system in the future. 

2   Related Work 

2.1   Illustration Generation  

Illustration generation based on the real face photograph had been a hot topic in NPR 
(Non-Photorealistic Rendering) field. The traditional way to create photo’s illustration 
is to operate the software such as Adobe Illustrator in interactive mode. But this paper 
would pay more attention to the automatic way to generate illustration based on peo-
ple’s photos. 

Besides the approaches to generate illustrations by the interactive way, there are 
two ways to auto-create the illustration of the photographs. Bruce Gooch et al [3] pre-
sent a method for creating black-and-white illustrations. They give a threshold image 
based on the Blommaert and Martens’ model of human first, and generate a threshold 
luminance image by a simply translating the image to a two-tone one. Then multiply 
the two images into the result illustration. The other way to create the illustration is 
represented by the job from [5, 8]. They extract the sketch of the face to construct the 
illustration. 

2.2   Image Warping 

This paper tests two image warping approaches, so we briefly give them an introduc-
tion here respectively: 

Mesh Warping: Mesh warping is a two-pass algorithm that accepts a source image 
and two 2-D arrays of coordinates S and D. The S coordinates are the control pixels in 
the source image. The D coordinates specify the location to which the S coordinates 
map. The final   image is the source image warped by means of meshes S and D. The 
2-D arrays in which the control points are stored impose a rectangular topology to the 
mesh. The only constraint is that the meshes defined by both arrays be topologically 
equivalent i.e. no folding or discontinuities. Therefore the entries in D are coordinates 
that may wander as far from S as necessary, as long as they do not cause self-
intersection. The first pass is responsible for re-sampling each row, while the second 
pass is responsible for re-sampling each column independently.  

Feature Based Image Warping:  This method in [11] gives the animator a high 
level of control over the process. The animator interactively selects corresponding 
feature lines in the 2 images to be morphed.  The algorithm uses lines to relate fea-
tures in the source image to features in the destination image. It is based upon fields 
of influence surrounding the feature lines selected. It uses reverse mapping (i.e. it 
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goes through the destination image pixel by pixel, and samples the correct pixel from 
the source image) for warping the image. A pair of lines (one defined relative to the 
source image, the other defined relative to the destination image) defines a mapping 
from one image to the other. 

2.3   Mobile Face Animation 

There are many works on face animation based on MPEG-4 standard [13, 14]. Gener-
ally speaking, such systems define MPEG-4 compatible face topology, using 
FDP(Facial Definition Parameter), FAPU(Facial Animation Parameter Units) and 
FAP (Facial Animation Parameter) to recalculate the mesh coordinates and synthesize 
the new face texture.  

MW0

MNS0

ENS0

ES0 IRISD0

 

Fig. 1. The MPEG-4 FAPU and FDP definition 

All the parameters involving translational movement are expressed in terms of the 
FAPU. These units are defined in order to allow interpretation of the FAPs on any fa-
cial model in a consistent way. They correspond to fractions of distances between 
some key facial features (e.g., eye distance), and are defined in terms of distances be-
tween feature points. Nowadays, since 3D is still not well supported on mobile de-
vices, as reported, many mobile systems realize the animation via 2D way. However, 
the MPEG-4 FAPs framework provides basic solution for these 2D animation sys-
tems, as well as ours. 

[1] proposes a model-based and parametric 3D facial animation solution capable of 
representing and animating real people in a photo-realistic manner on real-time plat-
forms of the future. Their modeling methods allow for modeling new faces from a 
single 3D scan or even photograph within hours by benefiting facial variations ob-
tained from a large and varied facial database. Resulting heads are animated via 
MPEG4 data streams extracted from video sequences, thus facial animation data can 
be sent over low-bandwidth communication channels while the rendering hardware 
delivers real-time animation on the local mobile platform. 
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3   System Overview 

The system runs on a network with the Server and the Client as the Fig.2.  So the 
work involved in our system can be decoupled into two parts. One is the generation of 
the caricature, the other is the animation based on the caricature. The former takes 
place on the server, and comprises 3 steps. The first step is the face auto-location. The 
Active Shape Model (ASM) approach is adopted here; However, the traditional ASM 
approach does not output  feature points on forehead, so an effort is added to the tradi-
tional ASM in order to get a whole shape of the face. The second step is to generate 
the illustration. General-Scale-Edge (GSE) method is used to obtain adequate contour 
of the face. The third step is the caricature generation from the illustration. 

 

Fig. 2. An overview of the system 

The client represents the mobile device (such as phone, PDA etc.). People’s photo-
graph is captured there and is sent to the Server for generating the corresponding cari-
cature. Between the clients, the multimedia message is transformed. The content of 
the message include text and facial animation, and the facial animation content is 
made up of FAP frames according to the MPEG4, which can decrease greatly the 
Bytes needed to accomplish the animation by transforming the video stream. Once 
two clients build contacts, a picture of caricature with MPEG4 parameters will be 
transformed first. Then, the followed data transformed to the accept is the text and 
corresponding FAPs, which can animate the caricature. 

4   Improved Active Shape Model 

ASM is often adopted to get face shape effectively [7, 8]. However, the traditional 
ASM only considers the feature point array of the cheek, the eyes, the nose and the 
mouth (see Figure 3(a)). In this work, we improve this method to include some fea-
ture points on the forehead (see Figure. 3(b)). This improvement brings two  
advantages. 

Caricature 

Photo 

FAPs 

Server: 
Illustration & Caricature generation 

Mobile device: 
Caricature animation  
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Fig. 3. Advantage of improved ASM. (a) is the feature points extracted by traditional ASM, (b) 
is the feature points extracted by improved ASM algorithm, and (c) is the image decreased 
background, and (d) is the image which is warped into a big forehead 

One is obtaining pre-knowledge for decreasing the background. In image warping 
and animating stage, we always avoid the unreality that the object in the background 
is deformed while the face is warped. For example, a straight pillar is bended after 
warping. So we tend to remove the background information as much as possible. 
Meanwhile, we want to keep more hair information. Fortunately, once we get the face 
area, things becomes easier than ever. We constructed a Gauss function to achieve it. 
For the hair is always the nearest object around the face area, the function is designed 
to remove the pixels far away the area, while keep down the hair as much as possible. 
The collar is the other object that is close to the face area, so it is kept down as the 
hair. Our processing effect is good (see Figure 3(c)). 

The function is constructed as the following: 
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where: )( idf represents the return gray value; id is the distance between pixel i and 

the face area; iL is the original gray value of pixel i ; D  is the half width of the face 

area; A and B is practical coefficient. M and N are the width and height of the image 
respectively; S represents the face area obtained by ASM.  And ( yPxP ii , ) is the co-

ordinate of pixel i ; n is the sum of feature points in the edge of the face area. 

The second advantage of improved ASM is to help warping the face automatically. 
In section 6, the feature based warping method is adopted. However, the feature-based 
method need specify some feature points artificially, which lead to the disadvantage 
of this method. The improved ASM can auto-get the feature points, so it can give this 
method an offset well. Especially, if we want a warping effect like Figure 3(d), we 
can directly use the feature points on the forehead that the improved ASM can pro-
vide. The detail about feature based warping method is given in section 2.2 and  
section 6. 

     
(a)               (b)               (c)               (d) 



1032 J. Liu et al. 

5   Illustration Generation 

We designed an auto-generation approach for illustration based on the job in [12]. In 
face image, there are usually multi-scale edges. Such as the edges of cheek, it may be 
considered smooth or medium-large scale edges. In contrast, the edges round eyes and 
nose are considered small scale ones. To extract the facial edge as more as possible, 
while keeping the redundancy out, we proposal a method named GSE. Traditional 
edge detectors are almost all based on the frame of Smoothing plus Differentiating 
plus Binarizing, some of which such as Canny can not provide rich description for 
edge information as well as can not make exact edge localization. However, General-
Scale-Edge (GSE) takes the various scale of the edge into account, and can extract the 
feature edge on human’s face efficiently. To obtain an effect of hand-drawing style of 
the photo, in this paper, we first generate a two-tone image by a threshold, and then 
multiply it with a GSE image, which results in the Figure 4(d). We can find that Fig-
ure 4(d) generated by our method look like most a product by hand. 

  
(a)                            (b)                           (c)                              (d) 

Fig. 4. Compare of three methods, (a) is the original image, (b) is generated by binary when 
threshold = 125, (c) is the edges extracted directly from the photo by canny algorithm, and (d) 
is the GSE image multiplied with the binarizing image 

6   Face Warping and Animation 

6.1   Compare of Warping Approaches 

Now, we compare the performance of two algorithms: Mesh warping and Feature-
based Warping. The result shows they behave different in respective aspect. When we 
evaluate them with computational speed, the Mesh Warping algorithm is the better. 
For in Mesh Warping, the region is divided into a mesh and each mesh patch essen-
tially has a local influence region., so the computation takes place locally and inde-
pendently. Moreover, it allows for high level of parallelism. Thus, the mesh warping 
got high computing speed. Table 1 gives us the average warping time of two algo-
rithms in our experiments. In this paper, The points of the mesh are presented in  
Figure 3(b). 
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Table 1. Speed compare of two algorithms 

Algorithm Name Computation Time 
Mesh Warping 0.25 s with a 118 mesh 

Feature-based Warping 0.85 s with 3 feature lines 

However, when we compare them on warping quality, the Feature-based Warping 
algorithm is the better. For in this case, the image is calculated point by point, which 
ensures the pixels’ transition is smooth enough. Whereas in Mesh Warping, the 
movement is a block of pixels, so the transition on the region edge is not natural. 

It is obvious, to the Feature -based warping algorithm, there is another disadvan-
tage, that is, we must specify the feature lines artificially representing facial features 
such as eyes, mouth and nose. We use ASM to offset it by auto-providing the fea-
ture’s coordinates as analyzed in section 4. 

6.2   Caricature Generation 

To meet the need of mobile entertainment, considering the performance of the two 
warping method, we choose the second method to generate the caricature from illus-
tration. Through feature based warping, the control pixels specified by us are warped 
exactly from source position to target position as we want them to. All the other pix-
els are then blended smoothly based on the positions of the control pixels. This gives 
us a very high level of intuitive control while morphing. So it is convenient to gener-
ate caricature. 

As we had mentioned, there is a disadvantage of feature – based warping that we 
need specify feature lines artificially. But in our system, ASM is carried out first, 
which means the feature lines are obtained automatically. For example, if we need to 
warp the nose to a long one, we needn’t point out the beginning and end position of 
the nose. What we should do is to input the serial numbers of the beginning and end 
points of the nose into warping module. The ASM had located the nose in the face 
image and can map the serial number into pixel coordinate. 

6.3   Caricature Type 

For a given face, there are two ways to specify its type to warp, those are the regular-
ity way and the auto-discovery way.  

The first one is the regularity way. We provide some types to generate caricature, 
such as Big Mouth, Big Nose, and Small eyes. User can make a choice according to 
the characteristic of the input face. The regularities ensure the face will be warped by 
a set of parameters corresponding to the user’s choice. 
The second way is to decide the warping type by the computer. Here a mass of statis-
tic work is done. As we know, people perceive the characteristic of a face by compar-
ing the features on the face with those on the average face. Thus, we can equip the 
computer with experience of average face. In that case, the computer can make com-
pare between the new face and the average face, and decide what type to select for the 
new face. To do so, we let  the computer to do large face observation. In this paper, 
we collect 200 face photos(100 men,100 women), and compute 19 features to train 
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the computer. The measurement first is the feature’s length in terms of the number of 
pixels. We obtain the fractions between a feature and some stable feature (we use the 
pupils’ distance) to make normalization. Then the mean of each feature is calculated. 
At the same time ,the CV(Coefficient of Variation) is computed to reflect the fea-
ture’s distribution. Big CV means the samples is decentralized, and we should give 
the feature less weight when evaluating its characteristics. Now, the computer can re-
fer to the feature’s CV, compare the new face’s measurement with the mean feature, 
and make decision which feature should be warped and exaggerated. Meanwhile, The 
photos data are divided into man and woman classes to get more exact result. The  
negative data is the cosine of the angle. 

Table 2. The features of average face through faces stat 

Man Woman 

Features 
Mean CV Mean CV 

Width of face 2.067604 0.066138 2.022219 0.053108 

Height of face 2.222373 0.066138 2.139734 0.060036 

Width of forehead 1.947297 0.083178 2.047014 0.058766 

Height of forehead 0.893020 0.140041 0.988009 0.094346 

Length of left eyebrow 0.688442 0.086718 0.667038 0.058140 

Length of right eyebrow 0.677197 0.078372 0.664672 0.062956 

Height of left eyebrow 0.165621 0.166543 0.117994 0.136847 

Height of right eyebrow 0.166351 0.160293 0.116151 0.139513 

Camber of left eyebrow -0.379079 -0.398787 -0.575628 -0.163348 

Camber of right eyebrow -0.356109 -0.424414 -0.565815 -0.184313 

Length of left eye 0.496360 0.065297 0.511017 0.060266 

Length of right eye 0.493009 0.074105 0.510733 0.068320 

Height of left eye 0.186422 0.172021 0.220795 0.153888 

Height of right eye 0.188086 0.180755 0.222637 0.135417 

Width of nose 0.673716 0.072458 0.663565 0.063893 

Height of nose 1.090492 0.056667 1.107651 0.068989 

Width of mouth 0.801977 0.090224 0.816337 0.091548 

Height of  upper  lip 0.148985 0.199987 0.145735 0.171546 

Height of lower lip 0.165717 0.179043 0.177072 0.126474 
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6.4   Text Driven Exaggerated Animation 

1.   Traditional TTVS System Skeleton 

 Generally speaking, the framework of the multimodal synthesis system including 
text, audio and video can be described as Figure.5. In the figure, the white block 
represents the data in the system, and the grey block represents data processing. The 
detailed process is as followed: 

 

Fig. 5. The framework of a traditional TTVS system 

1) After text analysis, the text is processed through TTS, at the same time, system 
produce the phoneme sequence; 

2) The audio data and the duration of each phoneme can be obtained by TTS sys-
tem; 

3) With phoneme sequence and duration sequence, we can get sequence of Face 
Animation Parameter; 

4) With the method of ASM and pre-defined human face template, we can do face 
detection on the one special human face picture and get the data for special hu-
man face model; 

5) By the MPEG-4 method for human face, we can synthesize the human face ani-
mation by the human face mesh and FAPs; 

6) Finally, video and audio data is synchronized according to the time duration in-
formation. 

2.   Text Driven Exaggerated Animation 

To make contribution to entertainment, we synthesize animation based on the carica-
ture. So there is a little difference with ever. All affective should be expressed in ex-
aggerated mode. Therefore, we redefined 6 expressions parameters based on MPEG4. 
Figure 6 gives an example to compare of the smile expression defined in MPEG4 and 
redefined in our system. We can find that the smile expression in (c) takes more enter-
tainment effect than (b). 

Text 
analysis 

Text Word 
Sequence

Face animation 
Synthesis 

   Human 
     V/A 
  Sequence 

Human 
Face 
Picture 

Human 
Face 
Template

Face Mode 
Fitting 

Special 
Human 
Face 

FAP 
Sequence 

Phoneme-FAP  
Conversion 

TTS 

Audio 
Data 



1036 J. Liu et al. 

               
    (a)                                         (b)                                         (c) 

Fig. 6. (a) is a neutral face. (b) is smile expression generated from MPEG4 parameters, (c) is 
from our system. 

3.   The experiment result on PDA 

We choose the PDA (Personal Digital Assistant) as experiment platform. The hard-
ware condition is lenovo ET560 with Intel 400MHz CPU, 64M memory, and the OS 
is WindowsCE. We first capture a face photo with the camera in the PDA, then send 
it to the Server where a processing thread queue is running.  A processing thread just 
deals with one request from the PDA, transforms the photograph into caricature and 
returns it to the mobile device. On PDA, under WindowsCE environment, when in-
putting a sentence of text, the caricature is driven to synthesize animation. 

 
    (a)                    (b)                     (c)                    (d)                     (e)                     (f) 

Fig. 7. The experiment result under WindowsCE. (a) is the original photo captured by the mo-
bile camera. (b) is a common illustration. (c) to (f) are different type warped caricatures gener-
ated by our system. 

7   Conclusion and Future Work 

A novel mobile animation system based on local network is presented in this paper. It 
can transform people’s real photograph to caricature and transfer it to the mobile ter-
minal, where the text message is used to synthesize the facial animation .The anima-
tion based on the caricature is to bring people mobile entertainment.  
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This system is in schedule to run on the real 3G network in next years, and at that 
time, several challenging issues will be studied  One is to change the black-and-white 
face to a color one. As we know, the colorful animation is more attractive. Another 
important issue is to experiment other warping algorithm to improve the speed of car-
toon face synthesis. For in the embedded environment, the calculating resource is lim-
ited. The last one is to add gesture content in the animation, which is synchronous 
with the speech and the mouth movement, so the avatar can express more things to 
people than ever. 
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Abstract. The Caddy Robot is an ambitious project, the purpose of which is to pro-
vide a robotic assistant (Caddy) to players on a golf course. This robot will have to 
deal with its environment (obstacles, hazardous areas, balls), the players (talk with 
them, advise them), and the rules of golf. Because developing such a robot will 
take much time, we produced a prototype. First, this paper will deal with the con-
cepts of the final version of the Caddy Robot. We will then address the prototype 
concept and its construction, describing the architecture and function. 

1   Introduction 

Research and development of humanoid robots that can behave like humans is being 
pursued actively in various universities, venture companies and industrial companies 
[1][2][3][4][5]. So far, however, it seems that the areas in which these robots can be 
best applied remain unclear. We, however, believe that the “Caddy Robot” for golf is 
an appropriate application area for such robots. There are several reasons for this. One 
is that the functions required for a caddy include almost all the functions the human-
oid robot should have. Image processing and recognition capability is of course one of 
the key functions that a caddy robot needs. Furthermore, it should be able to sense 
environmental conditions such as wind and temperature using various kinds of sen-
sors, and it should possess sophisticated communication capability with golf players. 
It is easily understood that these capabilities are the keys for the humanoid robot to be 
accepted by and introduced into our society. On the other hand, it is difficult for many 
golf courses to hire good caddies and it would be most helpful for them if caddy ro-
bots that can work for human caddies could be realized. 

Based on the above considerations we have commenced the ambitious project of 
the “Caddy Robot,” the purpose of which is to provide a robotic assistant (caddy) to 
golf players. This robot will have to deal with its environment (obstacles, hazardous 
areas, balls), the players (talk with them, advise them, ) and the rules of golf. To de-
velop such a kind of robot would take much time. Thus, we have started the research 
and development of a first demonstration prototype, which can perform some of the 
main tasks of the final version of the Caddy Robot. In this paper, first we will deal 
with the concept of the final version of the Caddy Robot. Second, we will explain 
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more precisely the concept and architecture of the prototype. Following that, we will 
describe the prototype’s functions in detail, and finally we will discuss the issues that 
remain to be solved for the future versions. 

2   Concept of a Caddy Robot 

2.1   Concept 

Caddies are people who work at a golf course. They accompany golfers while they 
walk and play through eighteen holes of golf. Sometimes the caddy will talk with the 
players and relax them with conversation, other times they will look for balls the 
players have hit in the wrong direction. Also, sometimes they will watch the players’ 
swings give them advice if required. In that sense, a caddy can be a secretary, a 
friend, a coach, and so on. Although there is a tremendous number of golf courses all 
over the world and a huge number of people who enjoy playing golf, there is unfortu-
nately a shortage of caddies; nowadays it is becoming increasingly common to play 
golf without them.  

Playing golf without caddies is sometimes troublesome, especially when golf play-
ers do not know about the golf course on which they are playing. If humanoid robots 
can take the role of caddies, it could be a real boon for golfers as well as for the robot-
ics industry. Based on this concept, we have commenced the project to develop what 
we call the “Caddy Robot.” 

2.2   Functions 

The plan for the Caddy Robot is to equip it with various types of information and 
communication technologies. By utilizing these technologies it is expected that the 
robot, which would provide real and useful support to golfers at golf courses in the 
future, would feature the following functions. 

Measurement of Natural Conditions and Environmental Conditions. 
Using the various sensors fitted to the robot, it can measure a range of natural condi-
tions such as wind strength, wind direction, temperature, moisture, and so on. These 
data would become a basis of advice the robot would give to the players. Also, by 
employing visual sensors such as a stereo camera and an omni-directional camera, it 
can measure or identify a whole variety of data. For example, it can determine the 
distance from the ball on the fairway to the green, and it can trace the direction of 
balls hit by the players, making it easier to find balls that have strayed out of bounds. 
On the green it can measure the distance between the ball and the hole, in addition to 
checking the roll of the green. 

Measuring Playing Positions/Motions of Golf Players (Fig. 1) 
Using its visual sensors the robot can check the position of the players when they 
want to hit or putt the ball. If the position is not appropriate, the robot can assist the 
players by giving them advice. Furthermore, the robot can watch the motion of the 
players’ golf swing and putting swing, and by comparing their motions with those of 
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professional players, the robot can detect differences. It would then be able to give 
some advice to the players.  

On the green, the direction and the strength of the putting would vary depending on 
the lay of the green. Thus, by combining data on green angulation and the golfers’ 
playing motion, the robot would be able to give advice to the players. 

 

Fig. 1. Measurement of playing positions/motions of golf players 

Communication with the Golfers (Fig. 2) 
One of the most important roles of the caddy is to give the players appropriate advice 
when required by them. By combining and utilizing measurement data on natural 
conditions and dynamic environmental conditions as well as data on playing posi-
tions/motions, we expect that the robot would be able to fulfill this role. Such advice 
would be especially relevant when the players are unfamiliar with the course on 
which they are playing. 

Another important role of the caddy is to communicate with golfers. Apart from 
wanting to know their score, golfers usually want to fully enjoy the sport as a form of 
entertainment and want to refresh themselves through the game. Since good commu-
nication with others relaxes, entertains and refreshes people, the ability of the Caddy 
Robot to communicate effectively with golfers is essential for its success. When the 
robot meets new players it can identify them by accessing the face database on the 
server. While on the course, the robot could tease or relax tense or nervous players by 
talking to them about current events or something appropriate. 
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Fig. 2. Entertainment and communication 

3   Concept and Architecture of the Prototype Robot 

3.1   Concept 

The development of a caddy robot that possesses the functions described in the previ-
ous section is a great challenging and is expected to take many years. As a first step 
toward this final goal, we have developed the first prototype robot. The goal of this 
prototype is not to develop a complete robot but only one that can perform some of 
the main tasks of the future Caddy Robot. Thus in this section we will only deal with 
the current functions of the prototype. 

3.2   Functions 

Moving on the Playground 
For this first version, we will restrict the area in which the robot will move. This area 
is a perfect plane playground, on which there are only balls and a cup. Beside for the 
color of the ground, we need to ensure that the robot is not confused by any other 
element. To localize itself, the robot will use four vertical marks on each corner of the 
playground because we only need three marks to locate the robot’s position on the 
map. The size of the playground has been chosen so that the camera will always be 
able to detect the cup and the balls (currently, about 5 m x 5 m). 
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Recognizing Golf Elements 
We restrict the number of elements the robot has to detect. There will be only one ball 
on the ground, and we assume that there are no obstacles on the playground. The robot 
will always locate elements within its own generalized coordinates, the origin of those 
coordinates being in the middle of the wheels axis. The x-axis follows the wheels axis 
and runs from left to right. The y-axis runs from back to front, and the z-axis is vertical. 

Dialog with Players 
In the first step, we need to restrict the number of subjects with which the robot 
should be able to communicate with players. Besides, the dialog scheme will be com-
pletely predefined and only applied by the robot. The robot will be managed using 
voice commands. 

Playing Golf 
The robot needs to understand the basic rules of playing golf in order to know what it has to 
do. However, in this version, we will express the rules directly in its action scenario; there-
fore, the playing act will be processed thanks to a script execution, completely defined. 

3.3   Construction 

The Hardware Architecture 
For active detection in its environment, the Caddy Robot uses the PBS sensor. The 
main purpose of the forwarding camera is to precisely locate the position of the ball 
just before playing. Thanks to this camera, the robot can reach a convenient position 
to play golf and then to control the position of the putter relative to the ball. On the 
other hand, to detect the objects far from the robot and to evaluate a golfer’s position 
in relation to the robot's coordinates, we use a stereovision system. The omnidirec-
tional camera is only used to detect marks on the wall so the robot can ascertain its 
position in the environment. 

Regarding the robot’s actuators, we can compare the bottom of the body to a 
holonomic vehicle with three degrees of freedom (x and y translation and yaw rota-
tion). Each of the end-effectors (hands) has six degrees of freedom, giving the robot 
the ability to perform many different tasks. Furthermore, the head has five degrees of 
freedom, and three of these connections are independent of the rest of the body (yaw, 
pitch and roll rotation for the neck). Because of these rotations, we can control each 
end-effector independently. 

Currently for the hands, we only perform actions previously taught to the robot by 
a human. The robot is able to greet to players and to play golf. This last action must 
be taught because currently we are unable to express gestures as an abstract list of 
actions. Consequently, the robot must attain a suitable posture to play golf (but isn’t 
this the same for humans?). 

The Software Architecture 
The robot’s software architecture consists of two main parts. A low-level software 
manages the robot’s sensors and actuators while a high-level software (the main con-
troller) evaluates current conditions and sends a set of actions to the lower part of the 
robot. These two parts exchange data using a TCP/IP socket. 



1044 F. Servillat et al. 

 

Fig. 3. Caddy robot’s hardware architecture 

The low-level part only manages the sensors and actuators. When the main control-
ler requests pieces of information to this level, the low-level part will apply the corre-
sponding algorithm and send the answer to the main controller. In addition, some 
sensors are designed to catch unexpected events (bumpers, touch sensors). Given the 
results from these sensors, this level sends an interrupt to the main controller and a 
report on the new situation. These pieces of information enable the main controller to 
be able to adapt to the robot’s goal. 

The low-level part actually comprises three processes: 

∗ The main process, which deals with the main controller and applies an 
algorithm to the data provided by sensors; 

∗ Gtalk, a text-to-speech process that transforms a textual sentence to a 
sound file; 

∗ The Julian process, which analyzes a user’s request. 

The last two processes are independent to allow the robot to use its actuators and 
sensors, while at the same time generating a spoken sentence and analyzing a request. 

The main controller has to apply the scenario we defined. It checks the current state 
of the scenario by using the data received from the low-level part. Once the state of 
the scenario has been found, the main controller will send back a set of actions  to  the 
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Fig. 4. Caddy robot’s software architecture 

low-level part. The main controller manages also the Julian (speech recognition) 
process that performs the voice recognition. 

4   Functions of the Prototype Robot 

4.1   Image Processing [6][7] 

Initially, we need to adapt the image according to the lighting conditions. To so this, 
we apply only a realignment of the histogram dynamic. Since the objects in an image 
will have a color completely different to that of the ground, we need not spend more 
of the processor resources for this task. Therefore, we use a fast color-segmentation 
algorithm to obtain regions in the image. 

The goal of the image-processing package is to recognize objects in an image and evalu-
ate their distance from the robot using the coordinates. The stereovision system determines 
the distance of elements far from the robot, , while for close objects in the foreground, we 
use the camera, which is oriented toward the ground, and we evaluate the objects’ positions. 
We assume that the floor will be flat, so we can evaluate the location (within the robots 
coordinates) of small elements (ball, cup), from their position in the image. 

To localize the robot, we employ the omnidirectional camera to detect straight lines 
in this image. With three markers we can evaluate the position and orientation of the 
robot with simple geometry. If only two markers can be detected by the system, we 
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will add a stereovisually determined distance for one or two of the markers to complete 
the localization; otherwise, the robot will not be able to ascertain its location. 

When accompanying a golfer, the Caddy Robot looks for the ball’s position and 
evaluates the result of the putting action, then measured the distance and the angle 
between the cup and the ball. With these data, the robot will be able to comment on 
the result and also make predictions for the next action. 

4.2   Robot’s Motion 

Given the wheel controller, the robot will not be able to move with enough accuracy to 
a desired point, thus we must correct the movement and verify whether it has reached 
its final position. Furthermore, since we will consider the robot as a holonomic one, the 
difference between its position before and after the rotation is insignificant. 

In this prototype, the robot performs only two motion tasks: to hit the ball with the 
putter and to move to the ball. Currently for the first task, we only perform the same 
defined movement, so we hit the ball only when we reach the exact position with the 
robot. Just before this task, we must move the robot to reach the exact playing posi-
tion (the position and orientation from where the ball will be hit). 

1. Once the robot has found the ball position with the stereovision system, it 
moves in the ball’s direction and corrects its heading. 

2. Once the ball can be seen through the forward camera, the robot re-evaluates 
its distance to the ball and with the cup position, it determines its orienta-
tion. It then moves to the ball until it reaches the right position. The position 
is correct when the ball is located in a particular area within the image. 

3. From this position the robot is able to execute the action “play golf.” 

This means that the robot’s motion is video controlled since the actuators’ control-
lers are not yet reliable enough. 

4.3   Voice Communication 

Communication from humans to the robot is performed with the speech recognition 
tool Julian [8]. Julian is an open-source product written from the open-source pro-
gram Julius, which is a two-pass, large-vocabulary speech recognition based on word 
3-gram and context-dependent HMM. Julian performs grammar-based recognition. 
This module enables us to add grammar constraints to speech recognition and build a 
kind of voice command system that uses a small vocabulary. 

Because our current goal with this prototype is only to build a rule-based expert 
system, the Julian recognition system is the most suitable. The recognition system 
will look for a small number of voice commands and perform the actions attached to 
these commands. Furthermore, in future versions, we will be able to use Julian to 
express the meaning of a player’s sentences with a more complex model. 

In the opposite direction, the Galatea Toolkit [9] performs the communication 
from the robot to humans. This is an open-source toolkit for anthropomorphic spoken-
dialog agents. For the Caddy Robot, we only use the text-to-speech functions pro-
vided by Galatea. Currently, replies given by the robot consists of single sentences 
defined by the programmer where only a few parameters change.  

Figure 5 shows some of the robot’s photo. 
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Fig. 5. Caddy robot’s photo 

5   Conclusion 

In this paper we have proposed the concept of a Caddy Robot. First we discussed the 
functions required for human caddies, followed by a discussion on the final goal of 
our Caddy Robot. As it is very difficult for us to achieve al the desired functions for 
the Caddy Robot from the outset, as a first step we have restricted the functions of the 
first prototype to a few key ones. 
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The prototype Caddy Robot we have developed is able to putt as one of its key golf 
plays, with robot vision playing a crucial key role to achieve this. The robot also fea-
tures a basic verbal communication capability utilizing its speech recognition and 
speech synthesis functions. 

There still remain many problems to be solved before we produce a robot that can 
deal with a complex environment. For example, currently for the motion task, any 
movement is only executed within a safe area. In the real-world version, however, we 
will have to deal with the path-planning problem because a golf course is not a sim-
ple, flat plane with no obstacles. We will have to maintain a map with fixed and mo-
bile obstacles to check whether a given element is indeed an obstacle. To date, the 
recognition task has only been performed for ball and cup detection, but in further 
versions we will focus on detecting people in order to advise them. Moreover, ball 
tracking will be more complex since the ball does not usually travel in a straight line. 

For the communication task, we will have to increase the ability of the Caddy Ro-
bot to understand and to talk with the players. The questions should deal not only with 
game play and the score but also on other subjects in relation to golf (e.g., the weather 
forecast). Another issue of communication is for the robot to detect whether a ques-
tion was directed to itself or to another player. 

For game play, we plan to implement a rule-based system that will enable the robot 
to know exactly what it will have to do.  
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Rapid Algorithms for MPEG-2 to H.264 Transcoding 

Xiaoming Sun and Pin Tao 
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Abstract. The bandwidth saving of H.264 compared with MPEG-2 provides a 
big motivation to migrate to H.264, and this inspires the research on MPEG-2 to 
H.264 transcoding. We proposed two fast algorithms for MPEG-2 to H.264 
transcoding in DCT domain. The first one synthesizes a H.264 integer DCT 
block for motion compensation from four intersected integer DCT blocks using 
only a few additions and shift operations. The second algorithm shows our rapid 
solution on dealing with the difference of scale in the integer DCT domain 
before and after the quantization procedure and replace the division operations 
with multiplications and shift operations. They are very useful in MPEG to 
H.264 DCT domain transcoder designing, especially for embedded RISC 
processors. 

1   Introduction 

H.264, also known as MPEG-4 part 10, has become a new international standard recently 
by the effort of the JVT of ITU. It exceeds other video compressing standards by its highly 
efficient coding solution. Compared with MPEG-2 video, the H.264 video format gives 
perceptually equivalent video at 1/3 to 1/2 bit rates of the MPEG-2 format. In spite of its 
complexity, the actual bandwidth savings compared to MPEG-2 provides a big motivation 
to migrate to H.264 video coding[1]. The transition from MPEG-2 to H.264 may not 
accomplish in an action, therefore H.264 and MPEG-2 will coexist for years. In order to 
conserve the large amount of resources coded in MPEG-2 and convert them into H.264, 
developing a method of transcoding between the two standards is highly expected. 

The existing transcoding methods mainly focus on two aspects, downscaling and 
format transcoding. The latter one translates syntax format from one standard into 
another[3], while the downscaling reduces the size of the video pictures in spatial 
domain or the frequency of frames in temporal domain[4][5]. And sometimes there 
is a design combining the two above aspects into one transcoder system[4][5]. 

In this paper we mainly discussed two optimized algorithms necessary in MPEG-2 to 
H.264 transcoding process. The rest of this paper is organized as follows: Section II 
demonstrated a brief framework of the DCT domain transcoder. The details of the two 
optimized algorithms were discussed in Section III and IV respectively. In Section V some 
conclusions were given. 

2   MPEG-2 to H.264 Video Transcoding 

The most intuitional way to transcode a video stream is to construct a transcoder by 
cascading a full decoder and a full encoder with the output of the decoder to be the 
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input of the encoder. However, it leads to a great computational complexity which is 
the sum of the complexities of the full-functional decoder and encoder. Regarding the 
similarities in the architectures of the two standards, the computational complexity 
could be reduced effectively by reusing the original information of the video in the 
source bit stream. For example, by reusing Motion Vector (MV), the transcoder can 
omit the step of Motion Estimation (ME) which is usually the part with the greatest 
computation in the encoder. To minimize the computational complexity, some people 
proposed trancoding methods in DCT domain which can further avoid DCT and 
IDCT computation[3][4]. 

The architecture of a typical DCT domain MPEG-2 to H.264 transcoder is 
illustrated in figure 1. 

 

Fig. 1. Transcoding Framework 

We take the P picture as an example to describe the procedures of the transcoding 
as shown in Figure 1. After the VLD (Variable Length Decoding) and Q-1(Inverse 
Quantization) operations, the DCT coefficients are recovered into MC-DCT domain 
(Motion Compensated DCT for P or B pictures, e.g. the residual coefficients in DCT 
domain). Because the direct transcoding in MC-DCT domain introduces error 
propagation in P pictures[2][3], the coefficients need to be converted into the DCT 
domain by inverse MC (Motion Compensation). The inverse MC operation adds the 
MC-DCT coefficients block with the prediction block indicated by the MV pointing 
to the reference picture in the DCT domain. H.264 adopts an integer DCT transform 
which differentiates from the traditional DCT method adopted by many previous 
video coding standards such as MPEG serials, H.263 and so on. So the translation 
between the above two DCT domains is required. Xin proposed an algorithm to make 
the translation without converting the coefficients from DCT domain to pixel domain 
and back to integer DCT domain and further he discovered a rapid method of it[10]. 

After the translation, a MC operation should be performed with the reference 
picture in the integer DCT domain to avoid error propagation in P pictures. Since the 
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quantization introduces distortion, a reference picture should be constructed after the 
H.264 quantization, which is identical to the one constructed in the decoder.  

The MC operation needs a prediction reference block which is very easy to acquire 
in pixel domain but a problem in DCT domain. As the MV usually does not align with 
the DCT blocks, the prediction reference block will often intersect 4 blocks. In pixel 
domain, we can re-assemble the pixels to form a prediction reference block very 
easily. But in DCT domain, the prediction DCT block has to be synthesized from 4 
DCT blocks in reference picture because of the edge-effect. Therefore the method of 
block synthesis in DCT domain has been proposed by Chang[2], but the method for 
the integer DCT domain is still undeveloped. We proposed an algorithm which 
operates in integer DCT domain to synthesize a H.264 integer DCT block and further 
more find out a rapid method for this algorithm with only several addition and shift 
computations which will be discussed in Section III. 

Because H.264 combines the scale adjusting of the integer DCT transform with the 
quantization and inverse quantization procedure[12], there is difference of scale 
between the  pre-quantization DCT domain and the post-quantization DCT domain. To 
construct the reference pictures in DCT domain, we have to choose a matrix from the 
two MC entry matrices and adjust the scale of the coefficients to match another. We 
proposed an algorithm to satisfy this need and we will discuss the details in Section IV. 

3   Prediction Block Synthesis in Integer DCT Domain 

As the MC operation can not be performed in MC-DCT domain[2], the block in MC-
DCT domain has to be reconstructed into DCT domain before the MC by adding the 
MC-DCT block with the prediction DCT block indicated by MV. Usually the MV 
does not point to an exact block partition in the reference picture, and a prediction 
DCT block has to be synthesized from four DCT block in the reference picture. 
Chang proposed an algorithm in [2] to solve this problem in DCT domain. We 
proposed a similar algorithm which can operate in integer DCT domain and 
developed a rapid computing method using only addition and shift operation from 
which the embedded systems will benefit a lot. 

As shown in figure 2, in the most common case, the prediction block intersects 
four original block partitions in the reference picture. 

 

Fig. 2.  The prediction block A  intersects four original blocks 0B  to 3B  
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Assume that 0B  to 3B  are the 4 original pixel blocks in the reference frame and A  

is the pixel prediction block which intersects with 0B  to 3B . Let block 0A  contain the 

intersection area of block A  and 0B  and place the coefficients in the upper-left 

corner of 0A  as follow: 
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where subscript h  and w  stand for the height and width of the intersection area in 
pixels, respectively. 

hI and 
wI  are the identity matrices with size hh ×  and ww× , 

respectively. Analogously, 
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inverse quantization procedure[12], equation (3) can be rewritten as: 
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Let T
i

T
nfn

T
infn CDCWCDCH == , , and equation (5) can be rewritten as: 
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where 
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The forms of 
1H  and 

1W  are simple. The multiplication and division can be 

replaced by shift operation. But 
2H , 

3H ,  
2W  and 

3W   seem not so easy to deal with. 

To avoid multiplication in computing the matrices, we developed a rapid method for 

2H , 
3H ,  

2W  and 
3W . 

Take 
2H  as an example. As we discussed above, 

T
if CDCH 22 =  (7) 



1054 X. Sun and P. Tao 

2D  can be decomposed as: 
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(8) 

Substitute (8) into (7) 
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Because the multiplication of two matrices HA  can be regarded as the operations 
upon the rows in matrix A , we take the computation of a single column as an example: 
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Let )1(,)1( 4321243211 >>−+−=+−>>−= aaaawaaaaw  

1b  to 
4b  can be given by: 

)1(,,)1(, 214213212211 <<−=−=+<<=+= wwbwwbwwbwwb , or 

234213112211 ,,, wbbwwbwbbwwb −=−=+=+= , e.g. 
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According to this, computation of AH 2
 when A  is a 4x4 block needs only 40 

additions and 8 shift operations and the same for TBH2
. The computational complexity 

has been greatly reduced. 
For matrix

3H , we use the same strategy and decompose it into three matrices, as 

follow: 
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(12) 

To compute AHB 3= , let: 

( )1,,
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1b  to 
4b  can be given by: 
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This computation of AHB 3=  needs 60 additions and 20 shift operations when A  

is a 4x4 matrix and it will need the same for TBH3
. 

For 
2W , we got the same result as 

2H , and for 
3W , the same as 

3H . 

Finally, the multiplicator 64 on the left of dctAint_  in equation (6) can be removed 
by 6-bits right shift operation. 

The input of this algorithm is the integer DCT blocks in the post-quantization DCT 
domain and output is the synthesized DCT block in pre-quantization DCT domain. So 
there is no need to adjust the scale when computing the residual DCT block by 
subtracting the reference block. But before the construction for a new reference 
picture after the inverse quantization, we still need to adjust the scale to turn the 
reference block from pre-quantization DCT domain to post-quantization DCT 
domain. 
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4   Scale Adjusting for DCT Coefficients Before and After 
Quantization Procedure 

According to H.264 standard, the original transform matrix should be like this: 

EC

bbbb

aaaa

bbbb

aaaa

f ⊗=⊗

−−
−−

−−

1221

1111

2112

1111

 

 

(13) 

where 10/1,2/1 == ba  and the operator ⊗  means the elements in 
fC  multiply the 

corresponding elements in E  with the same position.  
Then the original transform operation should be: 

( ) ( )⊗=⊗=

22

22

22

22

babbab

abaaba

babbab

abaaba

XCCEXCCY T
fff

T
ff

 

 

(14) 

where 
fC  is the transform matrix of H.264 and 

fE  is the transform scale factors 

matrix. 
To reduce the computational complexity, the transform procedure in H.264 

does not process the transform scale adjusting with 
fE . The scale adjusting is 

combined with the quantization procedure[12]. There is a similar situation in 
inverse quantization and inverse transform. Hence, there is a difference in scale 
between the DCT domain before the quantization and the DCT domain after the 
quantization.  

Here we presented an algorithm to adjust the scale of a DCT matrix between the 
pre-quantization to post-quantization DCT domain. 

Let Y  be the integer DCT matrix after the quantization procedure and X  be the 
corresponding pixel domain matrix. We use the inverse transform matrix 

iC  to 

convert Y  into X : 

i
T
i YCCX =64  (15) 

Let W  be the integer DCT matrix with the pre-quantization scale 
corresponding to X . We use forward transform matrix 

fC  to convert X   

into W : 

T
fi

T
if

T
ff CYCCCCXCW == ]64[64  (16) 

Examine 
fC  and 

iC , and we can find out: 
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where =
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4444
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4444

1E  

and furthermore we get: 

T
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Substitute equation (17) and (18) into (16), 
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Here we can see W  and Y  have the relationship as follow: 

EYW ⊗=  (19) 

or 

E

W
Y =  (20) 

where ==⊗=

64/2516/564/2516/5

16/54/116/54/1

64/2516/564/2516/5

16/54/116/54/1

64/

25202520

20162016

25202520

20162016

64
11
TEE

E  

Here the reason that we didn’t combine the factor 64/1  into the matrix at first is if 
we use the intermediate result dctAint_64 before the 6 bits shift in equation (6), the 
factor 64/1  could be removed. 

The equation (19) can be performed by multiplications and shift operations. But to 
compute equation (20), for most coefficients we need to do divisions. We further 
developed equation (20). Then the division and round operation can be replaced by a 
multiplication, an addition and a shift operation. 

Define 4...1,4...1, == jieij
 is the element in matrix E ,  

ijw  and 
ijy  are the 

corresponding elements in matrix W  and Y . When 4/1=ije , 31,31 orjori ==  

2<<= ijij wy  (21) 

When 16/5=ije , we define =
ij

r

e
round

2
1ε , and 
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( ) rwy r
ijij >>+×= −1

1 2ε  (22) 

where 14=r  and 524291 =ε can guarantee the computational accuracy. The sign of  

ijy  is as the same of 
ijw . 

When 64/25=ije , we define =
ij

s

e
round

2
2ε , and 

( ) swy s
ijij >>+×= −1

2 2ε  (23) 

where 14=s  and 419432 =ε  can guarantee the computational accuracy. The sign of  

ijy  is as the same of 
ijw . 

We should notice the error propagation in P pictures caused by the utilization of 
the reference pictures in DCT domain. On decoder side, the constructed reference 
pictures are in pixel domain. Because a round operation which is non-linear has to be 
performed on the pixel coefficients after the inverse integer DCT procedure, the DCT 
domain reference pictures differentiate the ones in pixel domain. This leads to the 
error propagation in P pictures. 

However, the error propagation should be slight. In the worst case, the round 
operation introduces a difference of 0.5 for each pixel between the reference 
pictures in DCT domain and pixel domain at most after each DCT reference picture 
construction. Because B picture is not reference picture, for a typical MPEG-2 GOP 
which contains 4 P pictures, the accumulated error for each pixel in P pictures 
should be no more than 2 and will be refreshed immediately by a consequent I 
picture. 

5   Conclusion 

We proposed two fast transcoding algorithms for MPEG-2 to H.264 DCT domain 
transcoding. The first algorithm synthesize the proper prediction reference block 
from 4 blocks in integer DCT domain, and the second algorithm overcame the 
scale difference between the pre-quantization and the post-quantization DCT 
domain. The first algorithm has a rapid method using only additions and shift 
operations and the second algorithm replaces divisions with multiplications and 
shift operations. The computational complexity is greatly reduced. This could be 
useful in various DCT domain MPEG-2 to H.264 video transcoding applications. 
And especially it will benefit to various embedded processors which have no 
floating-point unit. 

Acknowledgement. This work was supported by National High-Tech Research and 
Development Plan of China (863) under Grant No. 2004AA1Z2300. 
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A New Method for Controlling Smoke’s Shape 

Yongxia Zhou, Jiaoying Shi, and Jiarong Yu 
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Abstract. In this paper we present a novel method for efficiently controlling the 
smoke’s shape. Given the user-specified shape, a geometric model, our method 
generates a simulation in which smoke flows out somewhere and forms the 
shape. The geometric model serves as a black hole that applies attraction force 
to the fluid. The smoke is attracted to flow into the model and prevented from 
flowing out the model. In additional, an inner driving force term that drives the 
smoke from the dense region to the thin region in the geometric model, is added 
to the Navier-Stokes equations. Two force terms we added, need very little cost 
compared to the ordinary NS equations. 

1   Introduction 

The simulation of natural phenomena, such as smoke, cloud, water and fire, has 
widely applications in computer games, special effects, advertisements, visualization 
in scientific computing, etc. Since the nineties of the last century, a considerable 
amount of computer graphics researchers has been devoted to the realistic simulation 
of complex fluid phenomena [5,6,8,9,10](2001-2003). Currently, animations of 
curling smoke, sparkling fire and splashing water with striking visual realism, are 
most effectively achieved through physically based numerical simulation. Recent two 
years, Treuille and McNamara [11](2003), McNamara et al [16](2004), Fattal and 
Lischinski [17](2004), introduced methods for performing the simulations of 
controlling the smoke. The method based on keyframes is employed in [11,16], and 
target-driven method works in [17] which is faster than the former.  We discuss their 
methods in more detail in section 2.  

Inspired by the work of Fattal and Lischinski[17], our method is similar to the 
target-driven one. The target shape, a geometric model, works as an attractor for the 
simulated smoke, while it is a density keyframe in [17]. Each vertex on the model 
applies attraction forces to the fluid that carries the smoke towards the target.  In the 
model, an inner driving force that drives the smoke from dense region to the thin, 
starts to work when the smoke arrives at surfaces of the model. So the main 
contributions of this paper are:  

(i) An attraction force term, designed to induce the smoke to flow towards the 
user-specified geometric model and to prevent smoke from flowing out the 
model;  

(ii) An inner driving force term, designed to drive the smoke to flow in the 
model;  
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(iii) We provide the convenient controlling of smoke, after specifying the shape 
and a few simple manipulates, our system can nearly automatically generate 
the animation of the smoke. 

The remainder of this paper is structured as follows. In the next section we briefly 
survey relevant previous work. In section 3 we review the ordinary NS equations and 
derive our modified flow equations. Section 4 describes the implementation of our 
simulator. Results are presented in section 5. Section 6 discusses the limitations and 
future work. Section 7 is the conclusion. 

2   Previous Work 

Physically based simulation in CG has a short history, but its applications become 
pervasive. Kajiya and Von Herzen [1](1984) were the first in CG to model 2-D smoke 
with physically based methods. But the computer power at the time limited the 
progress. N.Foster and D.Metaxes [2,3] (1996,1997) produced nice swirling smoke 
motions in 3D. Because of an explicit integration scheme in solving the momentum 
equation, their simulations are stable only if the time step is chosen small enough, 
which makes simulations relatively slow. Shortly thereafter, J.Stam[4](1999) 
introduced an algorithm to break these limitations, by using a semi-Lagrangian 
treatment of advection combined with an implicit solver, which is adopted by us. In 
solving the momentum, the simulation suffered from too much numeric dissipation, 
though he adopted a more accurate method (the Multigrid method) in solving the 
pressure-Poisson equation. To reduce the numerical dissipation inherent in the semi-
Lagrangian scheme, Fedkiw et al [5](2001) proposed a vorticity confinement method, 
injecting the energy lost due to numerical dissipation back into the fluid using a 
forcing term. Impressive simulations of water [6,7,10](2001-2003) and fire [8](2002) 
were generated using level-set methods coupled with fluid solvers. Mostly, in the 
physically based simulation, the fluid is assumed incompressible and const density. 
But Yngve et al. [9](2001) modeled explosions with compressible versions.  

As to the controlling of fluid flows, Foster and Metaxas[15](1997) provided 
animators to control the forces. Later Foster and Fedkiw[6](2001) proposed to control 
the motion of the flow by setting the velocity values at specified grid cells. But none 
of the above, allow the user to specify smoke shapes until the works of Adrien 
Treuille, et al [11](2003). Their controlling of smoke simulations is achieved by 
keyframes technique. Keyframes define desired density and velocity values. An 
objective function is constructed to measure the difference between the user-specified 
keyframes and the corresponding simulation states. Then the difference is converted 
into a set of parameterized wind forces.  The process of the simulation is to minimize 
the amount of the forces and the objective function. This approach produced 
impressive effects, however, the system is complex, and the computational cost is too 
expensive. 

A.McNamara et al[16](2004) produced controlled fluid simulations with the 
method inherited in [11]. To accelerate the computing, they introduced the adjoint 
method for controlling fluid simulations. It is faster than that in [11], however, the 
process is still slow. 
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R.Fattal and D.Lischinski [17](2004) generated impressive controlled smoke 
animations by introducing a driving force term and a smoke gathering term into the 
standard flow equations. Their methods are faster than those in [11,16], however, the anti-
diffusion mechanism by adding a smoke gathering term, does not always result in natural 
evolution. When choosing keyframes’ target states, skill and experience are still required. 

In contrast, the approach described in this paper is faster and more convenient than 
that in [11,16,17]. Our one attraction force term can do the same work that two terms 
do in [17]: the driving force term and the smoke gathering term. The keyframe in our 
method is a geometric model, the user doesn’t need to convert the mesh to the density 
keyframe as does in [11,16,17].  

3   NS Equations 

Physically based simulations follow the fluid dynamics described by Navier-Stokes 
equations. In general, the fluid is assumed inviscid (but in [17], the viscid term is used 
to attenuate the momentum) and incompressible, and the controlling equations can be 
written as: 

0∇ ⋅ =u  (1) 

( ) p
t

∂ = − ⋅∇ − ∇ +
∂
u

u u f  
(2) 

u = u ( x, t ) is the velocity vector at position x and time t; p = p ( x, t ) is hydrostatic 
pressure in the flow field, f is the vector of external forces including gravity, 
buoyancy(in [17], these two forces is excluded).  

g buoy= +f f f  (3) 

fg is the gravity,  fbuoy is the buoyancy. The smoke is moved (advected) along the 
fluid’s velocity

( )
t

ρ ρ∂ = − ⋅∇
∂

u  
(4) 

= ( x, t ) is the density of the smoke.

3.1   Modified Equations 

We add two external force terms to equation (3). 

g buoy a d= + + +f f f f f  (5) 

fa is the attraction force, which is designed to exert forces on the fluid  which carries 
the smoke to the target;  fd is the inner driving force which is designed to be applied 
on the fluid in the geometric model  so that it looks the smoke flows from the dense 
region to the thin region in the model. 
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We only add two terms in the force equation, but in [17], they modify the 
momentum equation (2) and the density advection equation (4) in addition. 

3.2   Black Hole Method 

The geometric model, specified by the user as the shape of the smoke, works as a 
black hole that attracts the smoke and prevents the smoke from flowing out the model. 
Each point Pi on the model’s surface applies attraction force fi j to each grid point Pj 
in Pi ’s influence range, which is limited in the semi sphere in Pi’s normal direction, 
centered at Pi with radius R.(see figure1, here we show in 2D, but the actual 
simulation is in 3D). To achieve the goal fast, the user can specify the radius R with 
large value to extend the model’s influence range. 

i,j ,( ) ( ), [1, ], [1, ]i j jL i M j Nξ ρ= ⋅ ∈ ∈f  
(6) 

Where M is the total amount of vertexes of the geometric model, N is the total amount 
of grids in the semi sphere centered at Pi with radius R,   ( j) is the function of smoke 
density at Pj, here, we define ( j) = j ,  (Li,j) is the vector of attraction coefficient, 

,( / )
,( ) i jL R

i jL e βα −= v  
(7) 

Where v is the unit direction vector from Pj to Pi , (> 0) is used to control the amount 
of attraction forces, the greater value of  is, the greater smokes suffer from the 
attraction force, the earlier smokes form the shape ( see figure4 ). Li,j is the distance 
between Pi and Pj , there always has 0<Li,j/R<=1.  (>= 1) is used to smooth the force 
from far to near, in this paper,  =10. The attraction force fa of a grid point P at 
arbitrary location is the sum of forces from all the vertexes of the model: 

a ,
1

( )
M

p i p
i

Lρ
=

=f  

(8) 

                      

Fig. 1. Influence range of  the 
            point on model surface 

Fig. 2. Vectors of attraction coefficient on 
the middle cross section ( =1,R=5) around 
the geometric model of a Cartoon man 
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Where Li,p is the distance from point Pi on the black hole’s surface to the grid point P. 

p is the smoke density at P. The term ,
1

( )
M

i p
i

L
=

 is precomputed and stored instead 

of computing iteratively with time. The figure 2 shows the attraction coefficient on 
the middle across section around the 3-D model of a cartoon man. The whole flow 
field is partitioned into 81*81*41 grids. Our attraction force term fa plays the roles of 
the driving force term and the smoke gathering term in [17] (see figure 5). 

To avoid frequent intersection tests, grids inside the model or on the surfaces of the 
model are gotten before the computation of the attraction force. These grids are free 
of the suffering from the attraction force. 

3.3   The Inner Driving Force 

When the smoke arrives at surfaces of the model, we design an inner driving force to 
drive the smoke from dense regions to the thin, which causes the smoke to 
automatically fill the whole model (see figure 8). Note that the gradient of density 

ρ∇ always points uphill towards the position with higher density and the smoke is 

moved along the velocity. So, ideally, the velocity points downhill the thinner region, 
i.e. if the velocity is along the inverse direction of the gradient of the density, the fluid 
will carry the smoke from the dense to the thin. Generally, the current velocity u at x 
is not in the ideal direction, so we add the inner driving force and get the new velocity 
u*(see figure 3): 

 
 
 

* d= +u u u  (9) 

( ) [0,1]d iγ γ= − ∈u u u  (10) 

i

ρ
ρ

∇= −
∇

u u  
(11) 

 
Fig. 3. The inner driving force  



 A New Method for Controlling Smoke’s Shape 1065 

 

γ is the coefficient controlling the speed of filling the model with the smoke, the value 
nearly 1 corresponds to the high speed, and there are no effects if γ = 0. In equation 2, 
we abstract the force term: 

t

∂ =
∂
u

f  
 

It can be written as: 

*

t

− =
Δ

u u
f  

 

* t= + Δu u f   

Comparing with the equation 9, we get the inner driving force fd: 

d
d t

=
Δ
u

f  
(12) 

Note that this force is only applied to the grids in or on the model. 

4   Implementation 

To find out the grids in or on the model represented by a triangular mesh, we develop 
a tool based on OpenGL. We recognize the grids that are out the model in the 
following steps:  

(i) Draw inner grids and the model;  
(ii) Call the function of gluProject to transform their 3-D object coordinates into 

2-D window coordinates;  
(iii) In 2-D space, pick out grids that are out all the triangles, and the picked grids 

don’t need to be drawn later;  
(iv) Change the eye’s location and repeat the above steps till only the inner grids 

and the model remain on the screen.  

In theory, all the grids out the model can be found out using the above method. The 
grid out all the triangles can be found as long as we put the eye between the grid and 
the model and look out at the grid. In fact, it is not necessary to eliminate all the grids 
that are out the model, because the desired final effect is not the precise shape but the 
fuzzy one. Generally, the recognition process can be completed after changing the eye 
location several times by rotating the eye around the scene center (see figure 4). The 
bound box method is employed to accelerate the process. 

Figure 4 shows the recognition process with a dog model. Figure 4-1 is the dog model 
and the initial 61*61*31 grids. Figure 4-2 is the 14036 inner grids in the bound box. 
After zooming in and translating, we got figure 4-3. Figure 4-4 is gotten after the first 
pass of recognition, and the number of inner grids is 3585. After rotating the eye, we got 
figure 4-5. Figure 4-6 is the result of the second pass of recognition, and the number of 
inner grids is 2636. And after eight passes of rotating eye and recognition, we got figure 
4-7, having 1861 inner grids. Figure 4-8 is all the inner grids without the dog model. 
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       4-1             4-2 

  
         4-3          4-4 

  
          4-5           4-6 

  
          4-7            4-8 

Fig. 4. The process of recognizing the grids in the dog model 
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To solve the NS equations, we adopt the similar approach used in [4,5]: the 
advection term is solved by the semi-Lagrangian method [4]. But we employ the non-
staggered grids: velocity, pressure and density are all defined at the same location, 
which is more easier to code than using staggered grids.  

In each time step, we perform the following sequence tasks: 

1. Advect momentum:  

( )
t

∂ = − ⋅∇
∂
u

u u  
 

2. Project: solve the pressure-Poisson equation and update the velocity 

1
p

t
Δ = ∇ ⋅

Δ
u  

 

p
t

∂ = −∇
∂
u

 
 

3. Apply inner driving forces on inner grids:  

dt

∂ =
∂
u

f  
 

4. Advect smoke:  

( )
t

ρ ρ∂ = − ⋅∇
∂

u  
 

5. Add forces:  

g buoy at

∂ = + +
∂
u

f f f  
 

5   Results  

We have used our method to generate several examples. All of the timings reported 
below were measured on a 1.7GHz Pentium IV with 512MB of RAM running 
Windows XP. 

Figure 5 shows a 3D simulation on 41x41x21 grids, with 430 inner grids that are 
suffering from the attraction force. The smoke was emitted from left side to form the 
“D” model that is denoted with finite difference grids. Comparing of the control 
coefficient : it is 0.01 in figure A and 0.001 in figure B. The larger  is, the larger 
attraction force the fluid suffers. At time=0, 0.5, two simulations have little 
difference. But at time=1.0, 1.5, their appearances are obviously different: the 
attraction force in B is too small to prevent the smoke from flowing upwards. It is 
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verified that the attraction force has the function of gathering the smoke. Each time 
step takes 133ms with our method and 139ms with the method in [17]. Our method 
increases the speed about 4 percent. 

 

In figure 6, the smoke is emitted from left side and forms a dog on 61*61*31 grids, 
with 1861 inner grids that are suffering from the attraction force. The geometric 
model of the dog is represented by a triangular mesh(see figure 7). Each time step 
takes 452ms with our method and 481ms with the method in [17]. Our method 
increases the speed about 6 percent. 

Figure 8 shows that the smoke forms a cartoon man on 81*81*41 grids, which is 
represented by a triangular mesh (see figure 7), the corresponding attraction  
 

    

Fig. 6. The smoke forms a dog 

    
t=0.0  t=0.5       t=1.0   t=1.5 

A: =0.01,R=10 

    
 t=0.0  t=0.5      t=1.0   t=1.5 

B: =0.001,R=10 

Fig. 5. Smoke was emitted from left side to form the letter “D” model with different 
value of  
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coefficient is in figure 2. It has 7270 inner grids. The smoke automatically flows 
upside and fills the model after the smoke arrives at the feet of the model. Each time 
step takes 1153ms with our method and 1219ms with the method in [17]. Our method 
is faster about 5 percent. 

                                

Fig. 7. Two geometric models: (left). A dog with 1618 vertexes and 3220 triangles; (right). A 
cartoon man with 3618 vertexes and 7124 triangles. 

    

Fig. 8. The cartoon man is formed by smoke emitted from left side 

6   Limitations and Future Work 

Our current approach suffers from several drawbacks. In figure 6 and 8, dog’s legs, 
tail and the hands of the man are not filled with the smoke, that is, the inner driving 
force works not well there. In figure 4-8, the inner grids in dog’s legs and tail are too 
few, which causes the precise of the center difference scheme is not enough in 
calculating the gradient of the density. For example, an isolated inner grid surrounded 
by outer girds, has larger density than that the outer girds around have. Ideally, three 
components of density gradient at the inner grid are all zero. But using the center 
difference scheme, the derivative of the density is independent of the density at the 
inner grid with larger density, and it only relates to the outer grids with smaller 
density. The result is obviously wrong. Other current ordinary difference schemes, 
such as upwind or downwind scheme, have similar problem. To solve the problem, 
refining the grids is an alternate approach, but it will quickly increase the 
computational cost. A more accurate difference scheme should compare the density 
value at current computing grid with that at grids around. I hope there is a better 
difference scheme or other method to solve the problem in the near future. 

Though our system is more automatic than that in [11,16,17], it is not completely 
automatic and there still have much work to do. After specifying the shape which the 
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smoke will form, the user need to iteratively change eye’s location to recognize the inner 
grids. So, another future work is to increase the automation of the recognition process.  

There is a problem in computing the attraction force, too. Vertexes on the model’s 
surface apply the attraction force to the outer grids. However, to smooth the surface, 
the distribution of vertexes is irregular: planar surface has fewer vertexes than that 
bumpy surface has. It causes the irrationality of the distribution of attraction forces. 
The irrationality should be eliminated though it has not prevented us from producing 
good results. 

7   Conclusions 

In this paper, we have presented a novel approach for controlling the smoke’s shape. 
Our one attraction force term is equal to two terms in [17]: the driving force term and 
the smoke gathering term. The inner driving force term causes the smoke to fill the 
model, this effect is very useful in special effects.  

In CG, there are a lot of geometric models, which smoke could form. The user can 
pick the favorite as the shape to form, and the system will nearly automatically 
generate the video. It is necessary and requires skill and experience to define the 
density and/or velocity value on each keyframe in [11,16,17], but it doesn’t need to do 
that in this paper. 

In conclusion, I hope the approach presented in this paper will make the simulation 
faster and more automatic. 
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Abstract. This paper presents a novel scene change detection method
in H.264/AVC compression domain. We note that, comparing to previous
MPEG compression methods, some unique compression schemes such as
intra prediction, CAVLC etc. are adopted for H.264/AVC. Therefore,
previous scene change detection methods for MPEG-1 or MPEG-2 are
not directly applicable to the compressed bit stream of H.264/AVC. To
solve this problem, we propose a novel scene change detection algorithm
for H.264/AVC, which exploits intra prediction modes of macro block.
Since our method requires a simple decoding of the prediction mode, it
is quite fast. Also, the precision and recall for various video sequences
and bit-rates turn out to be promising.

1 Introduction

With the advent of the digital TV, MPEG compressed digital contents are grow-
ing tremendously. This in turn requires automatic and fast digital video analysis
schemes. The scene change detection technique is one of the most important and
fundamental steps for the video analysis. Previous algorithms for scene change
detection can be roughly classified into two groups:

Spatial domain approach: This approach relies on the spatial image features
such as color histogram and edge characteristics.

Compressed domain approach: This approach extracts clues for the scene
change directly from the compressed bit stream, including DCT coefficient,
motion vector, type of macro-block in inter frame, and bit-rate of intra frame.

There are two major methods for the scene change detection in the spatial domain
approach. The first one uses color histogram differences [1]. It makes use of the
change in histogram bins between consecutive frames for detecting scene changes.
The second one observes the change of the edge distribution in the image space
[2]. A major drawback of these spatial domain scene change detections, however,
is the need of the full decoding of the MPEG compressed bit stream, which is an
obvious computational overhead. For this reason, scene change detection meth-
ods operating on MPEG-2 compressed data were proposed. There are three ma-
jor methods for the compressed-domain scene change detection: methods based on

Y.-S. Ho and H.J. Kim (Eds.): PCM 2005, Part II, LNCS 3768, pp. 1072–1082, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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DCT coefficients [3]-[6], motion vectors(MVs) and/or types of macro block(MB)
in inter frame [7][8], and bit-rates of intra frame [9]. Note that all methods based
on DCT coefficients utilize DC-image(DC coefficient image) as a feature for scene
change detection, which requires a simple DC decoding. In [3], the statistical se-
quential analysis which regards DC-coefficients as a random variable is applied
to scene change detection. Similarly, a histogram difference of DC-image is used
in [4]-[6]. In particular, in [5], DC-images are extracted from intra frames only,
yielding a fast scene change detection. In the second method, MB types and MVs
are used as features for the scene change [7][8]. Specifically, the number of intra
MBs and forward/backword motion vectors within an inter frame are utilized. Fi-
nally, in [9], they make a decision function using bit-rates of each intra frame. The
decision function which uses sequence of bit-rates reduces influences of FJP(false
jump point) and TP(trend point) [9]. Again, we note that the compressed domain
methods directly extract the features from the compressed bit-stream. Thus, there
is no need to fully decompress the data, gaining their cost effectiveness [7].

Now, the question is whether the upper-mentioned compressed domain meth-
ods are still applicable for H.264/AVC compressed data. According to our investi-
gation, the answer is negative. That is, because the unique encoding methods(e.g.,
CAVLC, intra prediction etc.) are employed to H.264/AVC, so the features ex-
tracted from H.264/AVC bit-stream attenuate the discriminatory capabilities for
scene change detection comparing to the features which are used in scene change
detection based on MPEG-2 compressed domain. Therefore, we propose a novel
scene change detection method for H.264/AVC compressed data in this paper.

The paper is organized as follow: Section 2 presents a relationship between
the compressed domain methods mentioned above and H.264/AVC. In Section
3, The characteristics and performance of feature which is used in our proposed
method are presented. The proposed scene change detection algorithm is ex-
plained in detail in Section 4. The experiment results are presented in Section
5, followed by the conclusion in Section 6.

2 Applying Previous Compressed-Domain Methods to
H.264/AVC

2.1 DCT Coefficient-Based Method

As already mentioned, MPEG-2-based scene change detection methods which
use DCT coefficient generate DC-images(DC coefficient image). Then, various
features are extracted from the created DC-images. Figure 1 illustrates a DC
coefficient encoding process of MPEG-2 and H.264/AVC. The DC coefficient
which shows an average energy of a block (i.e., 8x8 pixel) can be extracted di-
rectly from the compressed data, thank to independent coding of DC coefficient
in MPEG-2 [10]. So, it is easy to make DC-image from the extracted DC coef-
ficients. On the other hand, the DC coefficient of H.264/AVC is encoded with
AC coefficient [11]. Specifically, unlike the MPEG-2, DC coefficients extracted
directly from compressed H.264/AVC data just represent an energy difference
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0 0 0 0

DC DPCM

(a) (b)

Fig. 1. Differences of DC coefficient encoding methods: (a)DPCM used in MPEG-2,
(b)CAVLC used in H.264/AVC

between the current block and the adjacent pixels, since intra prediction is ap-
plied to every blocks of 4x4 or 16x16 pixels. Also, it does not use an independent
encoding of DC coefficients as in the case of MPEG-2. The H.264/AVC encodes
the DCT coefficient in the reverse order according to CAVLC(Context Adaptive
Variable Length Coding) strategy. This implies that, if we try to use the pre-
vious DC-image based MPEG-2 method to H.264/AVC bit-stream, the inverse
transform is required for making DC-images from the compressed H.264/AVC
data. Also, we need addition operations for the calculation of predicted energy
from adjacent pixels. Therefore, we need almost full decoding to generate the
DC-image from the H.264/AVC bit-stream, which deteriorates the advantage of
the compressed domain method.

P,I P,I P,IB P,I P,I P,IB B B B B

Scene A Scene BScene B Scene AScene BScene A

Forward MV

Forward MV Forward MV Backward MV

Backward MV

Backward MV

(a) (b) (c)

Fig. 2. MV types of inter frames at the scene change: (a) forward/forward motion
vector, (b) forward/backward motion vector, (c) backward/backward motion vector
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Fig. 4. The performance of decision function used in [9] with regard to H.264/AVC

2.2 Motion Vector-Based Method

In MPEG-2, as shown in Figure 2, forward and backward motion vectors (MV)
are used for the scene change detection. The size of macro block(MB) is fixed
with 16x16 pixels and also there are only three modes for the prediction frames,
namely forward/forward, backward/backward, and forward/backward [10]. How-
ever, in the case of H.264/AVC, it is allowed to predict MVs from multiple frames.
Moreover, the MBs within inter frame are composed of 7 types, 4x4, 4x8, 8x4,
8x8, 8x16, 16x8, and 16x16 [11]. It also needs to check the DPB(Decoded Picture
Buffer), which is to distinguish the direction of forward and backward from the
compressed data [11]. These differences make it difficult to directly apply the
scene change detection method to the H.264/AVC bit-stream.

2.3 Bit-Rate-Based Method

Note that intra frames of H.264/AVC normally have lower bit-rates than those
of MPEG-2, because they have small energy due to intra prediction as shown in
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Figure 3. So, it may be difficult to utilize this feature for scene change detection.
Also note that bit-rate of intra frame in MPEG-2 normally has larger fluctuations
at the scene change occurrences than the H.264/AVC. This is due to the fact that
each 8x8 DCT block is encoded independently [11] [12]. However, in H.264/AVC,
the fluctuations may not be large enough to detect the scene change, because it
adapts an intra prediction for energy reduction. Figure 4 illustrates an example
which applies the method proposed in [9] to H.264/AVC.The decision function
should have a large value at genuine scene change occurrences. However, the
decision function in Figure 4 have no relation to genuine scene change. This is
also due to intra prediction in H.264/AVC.

3 Unique Features of H.264/AVC for Scene Change
Detection

3.1 Feature Characteristic

Intra prediction is one of the unique features adapted to H.264/AVC. Prediction
modes for intra frame are divided into 4x4 and 16x16 modes as shown in Figure 3.
Note that the distribution of the intra prediction modes within an intra frame
has a close relationship to the variation of pixel value in spatial domain as shown
in Figure 5. That is, while the macro blocks with 16x16 prediction mode have
monotonous gray levels in the block, those with 4x4 prediction mode show large
dynamic range in the gray levels (see Figure 5)[13]. Therefore, there will be
a large variation in the prediction mode distribution between consecutive two
intra frames with a scene change. This implies that the distribution differences
of intra prediction modes can tell the difference of the image contents, which
can provide a clue for the scene change. In this paper, we use prediction mode
variations between consecutive two intra frames for scene change detection.

3.2 Performance Evaluation

Figure 6 illustrates the method to measure a similarity for scene change de-
tection. As shown in figure 6, the intra prediction modes are extracted from
every intra frames, and Δfi denote feature variation between ith and i + 1th

frame. Since the total number of 4x4 or 16x16 intra prediction mode within an
intra frame do not represent a local characteristic of the corresponding frame,
we apply variations of intra prediction modes at the same position between two
consecutive intra frames to the similarity measurement. Let Modej

i indicate the
intra prediction mode for jth MB in the ith frame:

Modej
i =

{
0, for 16x16 prediction mode
1, for 4x4 prediction mode .

Then, for two consecutive ith and i + 1th intra frames, we define the normalized
feature variation, Δfi, as follows:
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Fig. 5. The distribution of intra prediction modes
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Fig. 6. Similarity measure

Δfi =
1

NMB

NMB−1∑
j=0

|Modej
i − Modej

i+1|, (1)

whereNMB denote thenumber ofMBswithina frame.Note thatΔfi just represents
the normalized number of prediction mode variations at the same position between
two consecutive intra frames. Thus, we can justify the decision rule as follow:

Declare “scene change” at i + 1th frame, if Δfi ≥ T,

where T is a threshold. Note that, the similarity measurement of (1) is sim-
ple enough to be used in real-time applications. The performance of extracted
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feature is shown in Figure 7. The horizontal and vertical axis represent a thresh-
old (i.e., T ) and percentage of precision and recall. That is, Figure 7 represents
the precision and recall curve of intra prediction mode in terms of T which
varies from minimum to maximum value. Precision and recall are defined as
follows

Precision =
Nc

Nc + Nf
× 100, and Recall =

Nc

Nc + Nm
× 100,

where Nc, Nm, and Nf are the number of correct, miss, and false detection,
respectively. Generally, recall curve decrease monotonously, because Nc + Nm

is fixed to the total number of real scene change occurrence and Nc decreases
according to the increasing threshold. However, precision curve can fluctuates
according to the variations of Nc and Nf . Specially, precision value can be zero,
when the threshold is maximum and Nc is zero as our evaluation shown in Fig-
ure 7. Our desired values of Nf and Nm are to be close to zero, which yield
large percentage value of precision and recall. However, the precision value
is inversely proportional to the recall value. So, we decide the threshold at
the intersection point between precision and recall curve shown in Figure 7.
The value of precision and recall at the closest point from the intersection
in Figure 7 are 77.90% and 78.82%. And the corresponding threshold T
is 0.23.

4 Proposed Method

The MB-based similarity measure introduced in Section 3 may generate false
alarms whenever there are fast moving objects or fast camera movements in the
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video, because the comparative unit of prediction mode variation between two
consecutive intra frames is the macroblock whose resolution is quite small with
16x16 pixels. To alleviate this problem, we employ a sub-block-based similarity
measure. As shown in Figure 8, a sub-block consists of a set of MBs (e.g., there
are 20 non-overlapping sub-blocks in Figure 8). Now, let Sk be a set of MBs
which are included within the kth sub-block of an intra frame, and also let Δfki
indicate the normalized prediction mode variations of each sub-block between
ith and i + 1th intra frame as follows:

Δfki =
1

|Sk| |
∑
j∈Sk

Modej
i −

∑
j∈Sk

Modej
i+1|, (2)

where |Sk| is the cardinality of Sk and k is the number of sub-blocks within a
frame (e.g., k ∈ {1, 2, 3, ..., 20} in the case of Figure 8). Now, we can define the
decision function between ith and i + 1th intra frame as follow:

di,i+1 =
1

Nsub

∑
∀k

qk
i (3)

qk
i =

{
1, for Δfki ≥ λ

0, for Δfki < λ
, (4)

i'th intra frame (i+1)'th intra frame

1/15 3/15 11/15 3/15 

10/15 8/15 7/15 5/15 

5/15 4/15 8/15 

9/15 0/15 

2/15 6/15 0/15 

10/15

7/15 8/15 

11/15

Decision function values f i
k

S k = 15

Fig. 8. Definition of sub-block and decision function value
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where Nsub(=20 in Figure 8) represent the number of sub-blocks within a frame,
and λ is the predefined threshold which are applied to each sub-block. That
is, if di,i+1 is larger than predefined value T ′, then we declare a scene change.
Note that sub-block-based decision rule is robust to the movie that contains fast
moving objects or fast camera movement, because the similarity measurement
unit of sub-block consists of several MBs and they can absorb such movements.

5 Experiments

Experiments have been carried out on our choice of several TV programs. Each
video has a spatial resolution with 320x240, and encoding parameters are base-
line profile, level 1.3, one intra period per 30 frames, 30 frame-rate per second
and enabled rate control. The performance of proposed scene change detection
method is expressed in terms of precision and recall that are defined in Sec-
tion 3.2. For all our experiments, we fixed the value λ and T ′ as 0.47 and 0.15.
Because the variation of prediction mode between two consecutive intra frames
(i.e., Δfk

i ) is normalized by the number of MB within a sub-block, the threshold
λ(= 0.47) represent that the 47 percentage of prediction modes variation within
a sub-block at the same position between two consecutive intra frame are guar-
anteed for scene change. And, the T ′(= 0.15) represent that the 15 percentage
of sub-blocks variation within a frame are guaranteed for scene change. Table 1

Table 1. Performance with MB-based method appeared in section 3

Sequence Genuine Scene Nc Nm Nf Precision Recall

Advertisement 60 55 5 12 82.09% 91.67 %
Drama 9 8 1 4 66.67% 88.89%

Music video 44 28 16 6 82.35% 63.64%
Movie 110 84 26 24 77.78% 76.36%

Comedy 14 12 2 2 85.71% 85.71%

Total 237 187 50 48 79.57% 78.90%

Table 2. Performance with sub-block-based method appeared in section 4

Sequence Genuine Scene Nc Nm Nf Precision Recall

Advertisement 60 59 1 6 90.77% 98.33%
Drama 9 7 2 3 70.00% 77.78%

Music video 44 34 10 4 89.47% 77.27%
Movie 110 87 23 19 90.80% 70.54%

Comedy 14 14 0 5 82.08% 79.09%

Total 237 201 36 37 84.45% 84.81%
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Fig. 9. The variation of Precision/Recall with bit-rate increase

and 2 show results from the video which has a bit-rate of 300Kbps in detail. For
all cases, while the abrupt scene changes are detected quite well, false alarms are
generated whenever there are fade-in/out and camera zoom-in/out. As shown
in Table 1 and 2, the MB-based method addressed in section 3 has many false
alarms, but the sub-block-based method addressed in section 4 alleviates this
problem with the help of sub-block. Also, the proposed method is applied to
the video which has bit-rates of 50K, 100K, 200K, 300K, and 400Kbps. The
variation of precision and recall with bit-rate increase is represented in Figure 9.
From the Figure 9, the proposed method is performed well on the video which
has a low bit-rate with the 84.47% and 84.73% of average precision and recall
values.

6 Conclusion

In this paper, we have introduced a scene change detection method in H.264/AVC
compression domain. Since the scene change detection methods for previous
MPEG, such as MPEG-2 or MPEG-1 are not directly applicable for the com-
pressed bit stream of H.264/ AVC, we propose a prediction mode based scene
change detection for H.264/ AVC. In the proposed method, it is easy to extract
the prediction modes from compressed data. That is, it has a low computational
complexity because it just needs a few addition operations as shown in Figure 6.
So, the proposed method will be easily applicable to the real time applications.
Moreover, experimental results show that the precision and recall for various
video sequences and bit-rates turn out to be promising.
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